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Introduction

In 2014, with the release of Veeam® Backup & Replication™ v8, Veeam introduced a new technology — named
Veeam Cloud Connect — developed specifically for service providers to create and serve remote backup
repositories. In 2016, Veeam Backup & Replication v9 added replication functionality to Veeam Cloud Connect.

Service providers who are part of the Veeam Cloud & Service Provider (VCSP) program can use Veeam
Cloud Connect to offer customers Backup as a Service (BaaS) and Disaster Recovery as a Service (DRaaS).
Every Veeam Backup & Replication v8 or v9 customer can then consume these services from their service
provider of choice to send backups off site or to replicate (v9 users only) virtual machines (VMs).

With Veeam Cloud Connect, service providers can build their own Veeam-powered services offering,
leveraging a technology built from the ground up to be multi-tenant and scalable.

Veeam Cloud Connect removes the main hurdles that such services required in the past by
implementing different design concepts in its architecture.

No VPN tunnels

Itis not easy to configure a VPN automatically, and it usually requires interaction between the service provider
and the customer. Even when it is properly configured, it requires ongoing monitoring and management to
guarantee it is always up and running. Otherwise, customers cannot consume the service offered via VPN.

With Veeam Cloud Connect, every connection happens directly over the internet using a single TCPV/
UDP port protected by SSLV/TLS encryption. This is possible thanks to a new and dedicated Veeam
component called a cloud gateway. A cloud gateway is responsible for the transfer of all backup
and replication traffic over the single port connection. The connection uses the public internet and
guarantees complete confidentiality of the data traversing the connection.
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Figure 1-1: General overview of Veeam Cloud Connect Backup
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Multi-tenancy

The second design principle is complete support for multi-tenancy. Service providers create
competitive services by sharing their resources among their customers. This allows for price reduction but
cannot happen at the expense of security. Each tenant needs to be completely isolated from everyone
else and in total control of his or her slice of the environment, just like in a dedicated environment. This

is possible in Veeam Cloud Connect thanks to two different components: a cloud repository and a cloud
host. For backups, service providers expose a cloud repository to customers. The cloud repository creates
an abstraction layer over an existing backup repository so multiple customers can store backups inside
the same shared repository with the same level of confidentiality they have with a dedicated repository.

For replicas, service providers can offer a cloud host. A cloud host is an abstracted view of the
virtualized environment — either VMware vSphere or Microsoft Hype-V — confined by a hardware
plan that sets limits on CPU, memory, storage and networking that the customer can consume.

Another component, called a network extension appliance (NEA), stretches the network connections
between the customer and the service provider sites and guarantees complete isolation of customer
networks at the service provider site. Multi-tenancy is built into Veeam Cloud Connect and doesn't
require additional components.

Security

A service exposed via public internet connection and shared between multiple tenants cannot ignore
security. Veeam Cloud Connect offers different levels of security:

At source: By leveraging the encryption capability first introduced in Veeam Backup & Replication
v8, data is immediately encrypted by Veeam components on the customer side using industry
standard AES-256-bit encryption, and encryption keys generated by the customer. Customers can
choose encryption, but service providers can make it mandatory in the software.

In flight: The connection between a tenant and the cloud gateway(s) is encrypted using SSL
certificates (technically, it's TLS 1.2). This way, no man-in-the-middle attack will happen unnoticed,
and even unencrypted data can traverse the public internet securely.

At rest: Backup files are stored in an encrypted format at the service provider using customer keys.
There is no possibility for the service provider to read the content of a customer’s backups if the
customer doesn't share the passwords with the provider. This guarantees complete confidentiality
to customers and removes any liability issue from service providers.

NOTE: Due to the format of VM virtual disks, native encryption is not available for replicated VMs.

Even when encryption is enabled, it doesn't affect the data reduction ratios of Veeam's built- in WAN
acceleration, as is the case with general-purpose WAN acceleration. In fact, Veeam specifically designed its
purpose-built WAN acceleration to work in conjunction with encryption. For more information, see Appendix B.
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Automation

Veeam Backup & Replication has always been renowned for its simple and powerful graphical interface.
However, when service providers need to manage their environments at scale, no one can avoid
looking into automation. Veeam Cloud Connect can be managed in all its aspects and automated with
PowerShell or integrated in an existing customer portal, thanks to RESTful API.

Integration

The two abstracted components Veeam Cloud Connect creates appear in the customer’s local Veeam
installation like local resources. This is to guarantees a consistent user experience and greatly improves
ease of use. Customers do not have to learn new tools or processes to consume the resources exposed
via Veeam Cloud Connect; they can simply configure backup copy jobs (toward a cloud repository) or
replication jobs (toward a cloud cost) as before. The ease of use and complete integration makes Veeam
Cloud Connect an easy-to-onboard and easy-to-consume solution for service providers.

Any customer with a paid license of Veeam Backup & Replication v8 (for off-site backups) or v9 (for
off-site backups and replicas) will have the client component of Veeam Cloud Connect available in the
same user interface. Directly inside the Veeam backup console, customers can find a service provider
who offers Veeam Cloud Connect and select the desired service provider by country and other
parameters. Once the customer subscribes to the service the service provider offers, the customer will
receive the parameters needed to activate the Veeam Cloud Connect service.

Veeam Backup & Replication installed at the customer site will connect via the cloud gateway(s) at
the service provider authenticates the customer, and it will enumerate and expose the subscribed
resources as if they were local.

Once the new resources are added to the console, customers can start using them just like regular local
resources: Make them targets for any backup, backup copy or replica job, directly within the user interface.

Audience

This guide is intended for individuals who work at service providers and are responsible for the architecture,
design, deployment and management of Veeam Cloud Connect. Readers of this book should be familiar with
concepts pertaining to Veeam Backup & Replication and virtualized environments.

This guide does not replace the official Veeam User Guides. For any additional information about Veeam
solutions, please refer to the relevant User Guides available at:

Veeam Help Center (https://www.veeam.com/documentation-guides-datasheets.html)

You may also engage other peers working with Veeam Cloud Connect and Veeam experts over the
Veeam Forums at https://forums.veeam.com/. There is a private forum dedicated to Veeam partners
registered with the Veeam Cloud & Service Provider (VCSP) program. To join, go to the User Control
Panel, select Usergroups, select Cloud & Service Providers and then choose Join Selected.

© 2016 Veeam Software 6
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How this book is designed

This book describes a possible architecture created by a service provider offering Backup Storage
as a Service (BaaS) and Disaster Recovery as a Service (DRaa$) to its customers using Veeam Cloud
Connect in Veeam Backup & Replication v9.

This design is not supposed to be the only right one or the best possible one — it is intended
as a reference guide to help service providers to design and deploy their services with Veeam
Cloud Connect. Service providers can also architect and deploy other possible designs following
their specific requirements and business objectives.

This document refers to Veeam Cloud Connect as available in Veeam Backup & Replication v9 Update 1
(build 9.0.0.1491). Veeam recommends that service providers always use the latest version; the software
allows for backward compatibility up to one major version, so v9 can receive backups from customers'
installations using both v9 and v8 (because replica capabilities are new in v9, there is no backward
compatibility). However, the installation on the service provider side must be at least at the same
version as the connecting customer’s, even in terms of minor updates. Because of this, Veeam invites
service providers to install any update as soon as it is available.

This book is account of an Architect working at a service provider starting a journey in the creation
of Veeam Cloud Connect services. The book first covers the different components available in Veeam
Cloud Connect, characteristics of the components and how to use them.

Then, the book covers designing Backup as a Service and illustrates all the needed components,
suggested configurations and tips to make the design a successful solution.

Later, the book outlines the design for a Disaster Recovery as a Service environment, using VMware
vSphere as the virtualized platform. Again, all the different components and configurations will be
explained in detail from the viewpoint of a service provider willing to deploy Veeam Cloud Connect.

In the Appendixes, you will find additional specific information about more technical topics.
Terms and abbreviations

Along the book, you will find different acronyms and abbreviations. Here you can find a map to better
understand what they mean:

VM: Virtual machine

Baa$: Backup as a Service, as related to Veeam Cloud Connect backup services

DRaaS: Disaster Recovery as a Service, as related to Veeam Cloud Connect replication services
VBR: The Veeam Backup & Replication server

NEA: Network extension appliance, the virtual appliance deployed by Veeam
to manage networking for DRaaS

© 2016 Veeam Software 7
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Architecture

Veeam Cloud Connect is a modular architecture made up of several components. Each component has
a precise function, and together they work to provide the overall functionality.

Some of them can and should be deployed in multiple instances for High Availability and scalability
purposes; in each section will clearly state if the described component can be deployed multiple times.

In addition to specific Veeam components, the architecture requires (or it can benefit from) additional
general components, which will also be listed and described. For each component, you will see a
description of its function, how you can monitor it, what level of protection it requires and how it can
be protected over the network.

Veeam Backup & Replication server

As in every Veeam Backup & Replication deployment, this is the central component. Veeam Backup

& Replication holds the main Veeam backup service, which manages all configurations and saves
them into the back-end Microsoft SQL Server. You can manage using the standalone console, which is
installed locally on the same Windows server or in a remote Windows machine. You can also use either
PowerShell or RESTful APl to manage Veeam Backup & Replication.

Veeam Backup & Replication requires a 64-bit Windows operating system.

NOTE: \eeam requires every service provider to deploy a dedicated Veeam Backup & Replication deployment
to Cloud Connect services, without mixing Cloud Connect with other Veeam-powered services.

If you are only using Veeam Cloud Connect backup, Veeam Backup & Replication does not involve local
activities on the service provider’s hypervisor hosts. Instead, it only receives backups from customers
that are already processed at the customer’s sites. For this reason, the requirements for its installation
are lower than usual: A simple VM with 2 vCPU and 4 GB of RAM will suffice to hold both the Veeam
backup service and Microsoft SQL Server.

Regarding the SQL Server, the default Microsoft SQL Server Express can be enough unless the Veeam
Cloud Connect infrastructure will host a very large amount of customers because activity logs can fill
the maximum size of an Express database (10 GB). If this is the case, you should plan to use a regular

SQL installation (Standard or Enterprise) either in the same machine or in a dedicated one.

However, if you are going to deploy Veeam Cloud Connect for DRaa$ also, the Veeam Backup & Replication
service is going to manage a proper virtualized environment with many virtual machines belonging to all the
different hosted customers. In this case, please refer to Veeam best practices to properly size the Windows
server hosting the service, and plan on using at least Microsoft SQL Standard.

© 2016 Veeam Software 9
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Service account

Security best practices suggest using a dedicated account to run the different Veeam services. This is
usually referred as a service account because it is a user that will not be used for interactive logins, but
rather only to run the different Veeam services.

The use of a service account has some advantages that providers should consider:

- The account can be configured with a very complex password, which only the minimum amount of
administrators that will manage the service will know

+  Regular accounts can follow security rules about changing their passwords regularly, without the
risk to stop any service because the service account can use a dedicated user ID with an exception
to the password expiration policy

- Itis easier to trace and log activities for the different services over the network, both for debugging
and for auditing purposes. For example, instead of seeing the same administrator account in every
log, a service provider can create a service account as veeam-service, and whenever a log will report
this user, administrators will know that the traced activity is related to Veeam services.

By default, the installation wizard of Veeam Backup & Replication Server uses LOCALSYSTEM as the
service account to execute the service.

It is better to create and use a dedicated account to run the services. Once the account has been
created, either as a local account or an Active Directory account, service providers need to add this user
to the local administrators of the server that will host the Veeam Backup & Replication server. Then, they
can use the account during the installation by selecting Let me specify different settings:

Default Configuration A | EI

Click Install to deploy Veeam Backup & Replication with the default corfiguration settings, or select IE N
the check box below to customize them on the following wizard steps.

Corfiguration settings:

vPower cache folder: C:\ProgramDiata" Veeam"Backup Nz Datastore’,
Guest catalog folder: CAVERCatalog

Catalog service port: 5353

Service account: LOCAL SYSTEM

Service port: 5352

Secure connections port: 5401

SQL Server: VBR\WEEAMSQL2012

Database name: VeeamBackup

[ Let me specify different settings

2.1: Specify different settings during Veeam Backup & Replication setup

© 2016 Veeam Software 10
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In the following step of the wizard, administrators need to specify the service account:

Service Account Credentials

() LOCAL SYSTEM accouni fecommended)
@) The following user account:

~ - Type in the user name in the DOMAINUSERNAME format. The spedfied user
q{“" account must have local administrator privileges on this server.
f

Username: [CLOUDCONNECTsvcem v| | Bowse_ |

Password: |uuuu-| F.‘1

2.2: Specify a service account for Veeam Backup & Replication
The service account is also used for the authentication in the locally installed SQL Server Express.

Then, administrators will see this option in the last step:

Ready o Install
The wizard iz ready to begin the installation.

Veeam Backup & Replication will be installed with the following configurstion:
Installation folder: C:\Program Fles\Veeam'\Backup and Replication®.
vPower cache folder: C:\ProgramData'\Veeam'\Backup\NfsDatastore’,
Guest catalog folder: C\VBRCatalog

Catalog service port: 5353

Service account: CLOUDCONNEC T \sve-vbr

Service port: 9352

Secure connections port: 5401

SQL Server: VBR\WEEAMSQL2012

[ Check for updates once the product is installed and pesiodically

2.3: Check for updates once the product is installed and periodically

© 2016 Veeam Software 11
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This option allows the Veeam Backup & Replication server to connect to the Veeam update notification
server (http://dev.veeam.com), so that it will notify administrators about the availability of updates for
the software. See the later chapter Regular maintenance of the components for additional details.

Firewall

Once deployed, Veeam Backup & Replication has different components, listening over different TCP ports:

Catalog Service 9393
Veeam Backup Service 9392
Veeam Backup Service over SSL 9401
Veeam Cloud Connect Service 6169

Veeam Cloud Connect does not need the catalog service because there is no local backup activity
that stores file-level information in the catalog itself. However, different Veeam components rely on the
catalog for their operations so you should install it anyway to avoid undesired results.

Monitoring

Once deployed, Veeam Backup & Replication Server has different services installed in the Windows
machine that you should monitored to guarantee the best Availability for the service:

Service Display name Service Name Startup Type Log On as
SQL Server (VEEAMSQL2012)  MSSQLSVEEAMSQL2012 | Automatic Local System
. Automatic

Veeam Backup Service VeeamBackupSvc (Delayed Start) CLOUDCONNECT\svc vbr

Veeam Cloud Connect Service = VeeamCloudSvc Autornatic CLOUDCONNECT\svc vbr
(Delayed Start)

Veeam Data Mover Service VeeamTransportSvc Automatic Local System

Veeam Guest Catalog Service | VeeamCatalogSvc Automatic CLOUDCONNECT\svc vbr
(Delayed Start)

Veeam Installer Service VeeamDeploySvc Automatic Local System

Note: There are additional Veeam services deployed as part of the default installation. They are not in this list
because they are not involved in a Veeam Cloud Connect infrastructure.

Note: Microsoft SQL Service is available in the server only if during the installation has been chosen to install
the default Express version. If a dedicated SQL Server is created during the design, this service may not be
available in the Veeam Backup & Replication server.

© 2016 Veeam Software 12
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Protection

From a protection standpoint, this machine is the most important piece of the environment. Since it
cannot be installed in multiple instances, a good way to protect it is to run it as a VM and then rely on
the underlying hypervisor for High Availability. Features like VMware vSphere HA or Hyper-V Failover
Clustering can protect it and guarantee quick recovery times if the single hypervisor node where the
VM is running fails. If a service provider needs an additional level of protection, he can also plan to

use Veeam Backup & Replication itself and replicate this virtual machine every few hours; if anything
happens, he can power up the replicated machine in a few minutes. In addition, service providers can
and should use Veeam configuration backup in order to back up the overall configuration of the Cloud
Connect environment, and plan to have a restore plan if anything happens to this machine and the
corruption is replicated to the replica.

Standalone Console

One of the new features of Veeam Backup & Replication v9 is the standalone console. With this new
option, service providers can install only the minimum required services in the Veeam Backup &
Replication server — and control and manage it from a different workstation — by using the console. This
removes the need to have a remote desktop connection towards the Veeam Backup & Replication server,
and allows for more than two concurrent connections to the Veeam Backup & Replication server itself.

Close x

Veeam Backup & Replication

éackﬁp Enterprise Bac1kup & Replication
Manager- Console

N =

]
© install € install LE]

© Veeam Software AG. Al rights reserved.

2.4: The Veeam Backup & Replication installation splash screen

When choosing the installation of the different components, a service provider can install Veeam
Backup & Replication on the Veeam Backup & Replication server and then use the installer media to
deploy the console on a different machine.

© 2016 Veeam Software 13
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Once the administrator installs the two components, he can connect the console to the Veeam Backup
& Replication server by filling in the required fields on the connection screen:

. x
Veeam® L
=E] Backup & Replication™ 9.0

Type in a backup server name or IP address, backup service port number,
and user credentials to connect with.

vbr.cloudconnect.local 93092
CLOUDCONNECT\administrator
| I.......4 ?
Use Windows session authentication
Sawve shortcut Connect Close

2.5: Veeam Standalone Console
Firewall
Incoming: No incoming connection is needed.

Outgoing: The standalone console connects to the Veeam Backup & Replication server over port
TCP/9392 (if it has not been modified during Veeam Backup & Replication Service installation)

Monitoring

Because the standalone console is a client component, there is no need to monitor any service
on the workstation running it.

Protection

Another great advantage of the standalone console is that it doesn't hold any data but rather
shows only information retrieved from Veeam Backup & Replication server upon connection.
Because of this, no protection is necessary on the workstation running the standalone console.

If needed, providers can simply re-install the console on another workstation or laptop and connect
again to the Veeam Backup & Replication server.

© 2016 Veeam Software 14
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Enterprise Manager

Veeam Enterprise Manager is the service responsible for exposing to users the web interface of
Veeam Backup & Replication and RESTful API. In a Veeam Cloud Connect environment, the latter is an
important component if the service provider plans to develop and offer to users a custom portal for
managing their Veeam Cloud Connect subscriptions.

L0 (0)| ] https://em cloudconnectlocal:3443/#1457703952273 Veeam Backup Enterprise... % Ltk <3

Sign out
Enterprise Plus edition 4

DASHBOARD REPORTS JoBS MS ITEMS REQUESTS ¥ CONFIGURATION

~
Last 24 hours Last 7 days ) Reresh © Hep

SUMMARY DATA LAST 24 HOURS STATUS

Backup servers: Processing speed: 0KBIS O Total job runs: Backups Qok

Jobs: Source VMs size: 0KB @ Successes: Backup servers A& Warning

VMs: Full backups: oks A Warnings: Management server @ OK

o o o o
e o o o

Templates: Restore points: 0KB QEnmors: License Qox

Backup Servers

10.00

562

316

Throughput (MB/s)

178

03:00 pm 05:00 pm 07:00 pm 0300 pm 11:00pm 01:00am 0300am 05:00am 07:00am 09:00 am 11:00 2m 01:00pm
© Veeam Software AG. All rights reserved. Send feedback to Veeam

2.6: Veeam Enterprise Manager

Veeam Enterprise Manager is a Windows Service; Veeam requires a modern 64-bit OS, like Windows
Server 2008 R2 and above. It can be deployed on the same machine as Veeam backup service or on
a dedicated machine. The choice to create and operate a separated machine for Veeam Enterprise
Manager involves scalability considerations: If many users are going to interact with Veeam Cloud
Connect via RESTful API, a service provider should plan to have a dedicated machine.

Furthermore, a dedicated machine is an additional effective layer of security: Because an optional
custom portal will only connect to Veeam Enterprise Manager, a service provider can have additional
firewall rules for the communications between Veeam Enterprise Manager itself and the Veeam backup
server. When offering DRaaS services, the Cloud Portal is installed as an additional component of Veeam
Enterprise Manager and exposed to internet so Veeam customers can reach it. Having this server
separated from the Veeam Backup & Replication server can increase the overall security.

If a service provider chooses a dedicated machine, it should also have a dedicated Microsoft SQL Server
locally installed to manage data stored by Veeam Enterprise Manager itself.

Because of the light load created by Veeam Cloud Connect, the default SQL Express installation is fine
to use. However, you should carefully evaluate the amount of expected data to decide which edition of
Microsoft SQL Server (Express, Standard or Enterprise) is best suited for Veeam Enterprise Manager.
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Service Account

By default, the installation wizard of Veeam Enterprise Manager uses LOCALSYSTEM as the service
account to execute the service. As explained in the previous chapter, it's better to create and use a
dedicated account to run the services.

Once the account has been created — either a local account or an Active Directory account —
service providers need to add this user to the local administrators of the server that will host Veeam
Enterprise Manager. Then, they can use the account during the installation by selecting Let me
specify different settings:

Default Configuration

Click Install to deploy Veeam Bacloup Enterprise Manager with the default configuration selftings. or
select the check box below to customize them on the following wizard steps.

Configuration setiings:

LOCAL SYSTEM
5354
EM\VEEAMSGQL2012
VeeamBackupReporting
5080 (HTTF). 3443 HTTPS)
RESThul AP| ports: 9353 (HTTF). 5398 (HTTPS)
Cloud Cormect Portal port- 5443
Certificate: Sefsigned certificate will be generated automatically.

[+ Let me specify different seifings

<Back || Net> || Cancel

2.7: Specify custom configuration settings during Veeam Enterprise Manager installation
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In the following step of the wizard, administrators will need to specify the service account:

Service Account Credenhals

() LOCAL 5YSTEM account frecommended)

@ The following user accourt:

H:, Type in the user name in the DOMATNUISERNAME format. The spedfied user

Username: [CLOUDCONNECT\svcem v| | Browse.. |

Password: |uuu"-| 4‘1

2.8: Specify a service account for Veeam Enterprise Manager
The service account is also used for the authentication in the locally installed SQL Server Express.
Firewall

Once deployed, Veeam Enterprise Manager has different components, listening over different TCP ports:

Catalog Service 9393
Enterprise Manager Service 9394
Web Ul over http 9080
Web Ul over https 9443
RESTFul APl over http 9399
RESTful APl over https 9398
Cloud Connect Portal 6443

For maximum security, you should enable only the HTTPS connections on the firewall and not the
unprotected HTTP ones. Veeam Cloud Connect will not need the catalog service because there is no
local backup activity that stores file information in Veeam Enterprise Manager.

In the table, you can see the suggested ports to open in bold.
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Monitoring

Once deployed, Veeam Enterprise Manager has different services installed in the Windows machine

that you should monitor to guarantee the best Availability of the service:

Service Display name  Service Name Startup Type Log On as

SQL Server .

(VEEAMSQL2012) MSSQLSVEEAMSQL2012 Automatic Local System
useEmBze VeeamEnterpriseManagerSvc Autornatic CLOUDCONNECT\svc vbr
Enterprise Manager P 9 (Delayed Start)

Vee‘?m Guest Catalog Veeam(atalogSvc Automatic CLOUDCONNECT\svc vbr
Service (Delayed Start)

Veeam RESTful API Automatic

Service VeeamRESTSvc (Delayed Start) Local System

World Wide \Web W3SVC Automatic CLOUDCONNECT\svc vbr
Publishing Service

Web service

In the list of services, there is the World Wide Web Publishing Service, better known as IS (Internet
Information Services). This is the native Windows web server, and Veeam Enterprise Manager uses it to
publish two web interfaces:

05; Sites

Filter: Veeam * WGo -~ % Show All | Group by: No Grouping -

MName - ID Status Binding Path
0 VeeamBackup 2 Started (hitp) *:9080 (hitp),:0443 (https) C:\Program Files\Veeam\Backup and Replication\Enterprise Manager\WebApp\, |
@ VeeamCloudConnectPortal 3 Started (hitp) :6443 (https) C\Program Files\Veeam'\Backup and Replication\CloudPortal\

2.9: Enterprise Manager and Cloud Portal are published via IS
For any additional configuration of these two web sites, service providers can use lIS-native options.
Protection

Veeam Enterprise Manager does not hold any Veeam Cloud Connect information, and only
communicates to Veeam Backup Service. If anything happens to the latter, Veeam Enterprise Manager
cannot operate. You should have Veeam Enterprise Manager running on a VM, protected with an
image-level backup of the entire VM. What needs protection is the underlying SQL database, plus
optional customization done to the websites.
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Cloud Portal

Veeam Cloud Connect Portal for Service Providers (in short, Cloud Portal) is an additional and optional
component included in the installation of Veeam Enterprise Manager:

Program features
Select the program features you want to be installed.

esam Backup Catalog
Veeam Backup Enterprize Manager
Cloud Connect Portal for Service Providers

Install to: | C\Program Fles'\Vesam'\ Backup and RAeplication’.

| <Back |

2.10: Veeam Cloud Connect Portal for Service Providers is an additional component of Veeam Enterprise Manager

If a service provider plans to offer replication/DRaaS to its customers, this component can be selected and
installed during the installation of Veeam Enterprise Manager. In fact, the Cloud Portal cannot be installed
as an isolated component, even if there is a dedicated MSI installer file in the installation media. Any
attempt to install the Cloud Portal on a machine without Veeam Enterprise Manager leads to this error:

Veeam Cloud Connect Portal requires Veeam Backup Enterprise
Manager 9.0.0.902 to be installed on the machine.

2.11: Cloud Portal cannot be installed without Veeam Enterprise Manager

Because of this, it makes even more sense to deploy Veeam Enterprise Manager together with the
Cloud Portal on a dedicated machine..
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Once installed, Cloud Portal can be accessed over an HTTPS connection over port TCP/6443. Service
providers can re-map this port either by reconfiguring the website in IIS or by using a firewall.

Veeam®
Cloud Connect Portal

Type in your credentials:
User
Password

I:‘ Remember me

Login

2.12 : The Cloud Connect Portal login page
Firewall

Once deployed, the Cloud Portal listens for incoming connections over a single TCP port:

‘ Cloud Connect Portal ‘ 6443 ‘

This port is already listed among the open ports of Veeam Enterprise Manager. No further action is needed.
Monitoring

Cloud Portal is an additional component of Veeam Enterprise Manager. Please refer to the previous
chapter related to Veeam Enterprise Manager for additional information about monitoring.

Protection

Cloud Portal is an additional component of Enterprise Manager. Please refer to the previous chapter
related to Veeam Enterprise Manager for additional information about protection.
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2.5 Cloud Gateways

Cloud gateways are the components responsible for receiving external connections from
customers and tunneling all data transmissions over a single TCP port (also UDP for DRaa$ services),
protected by a SSL certificate.

Cloud gateway is a Windows service, so the best platform is a modern 64-bit OS like Windows Server
2012 R2.The correct sizing of a cloud gateway depends on the amount of traffic the service provider
expects to receive, and on the redundancy design to be realized. You should note that Veeam
encryption for backup and backup copy jobs is not managed by the cloud gateways, but directly by
the target data movers (WAN accelerators and/or backup repositories). Cloud gateways are responsible
for the SSL communications and data transfers, and their compute requirements are low.

A single connection from a customer consumes around 512 KB of memory. So, 1 GB of memory
in a cloud gateway can be used to receive up to 2,000 concurrent connections.

A group of cloud gateways can work in concert to create a pool. They can all receive and manage incoming
connections from customers and can balance these connections between them without the help of any
external load balancer. If any gateway fails, another gateway can take care of the existing connections, giving
continuity to customers'operations. This book will explain the interaction with external load balancers later.

In order to offer a reliable connection to customers, a service provider will deploy multiple cloud
gateways following a N+K redundancy design. N is the minimum number of always- available
gateways, and K is the number of gateways that can be lost. A typical redundancy design is N+1, where
there is one more gateway than required to manage all incoming connections, so the service provider
can lose up to one cloud gateway at any given time and still guarantee the planned level of service.
Additional designs can be N+2 or others. Any service provider can find the right balance between the
desired level of redundancy and the need to deploy additional gateways in advance.

Firewall

The cloud gateway is the external component of a Veeam Cloud Connect infrastructure that is
responsible for interconnecting the different customers to the services offered by the service provider
over the internet. Because it faces the internet, it is imperative to properly configure the firewall rules:

Veeam Cloud Gateway Service TCP / UDP 6180 from outside
Veeam Cloud Gateway Service TCP 6168 from VBR Server
Veeam Installer Service TCP 6160 from VBR Server

While the cloud gateway has to talk with the managing Veeam Backup & Replication server over TCP
ports 6168 and 6160, it has to be reached only with the single TCP/UDP port used by the service over
the internet. By default, this port is 6180, but the service provider may customize this, like using 443 if
customers have strict egress firewall rules.
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Furthermore, additional connections are needed for the proper operation of a cloud gateway:

From To Destination  Notes
Port
Cloud SPVBRserver = TCP 6169 SPVBR server listens to cloud commands from the
Gateway tenant side. Tenant cloud commands are passed to the
Veeam Cloud Connect Service via the cloud gateway
Cloud SP backup TCP 2500 to Default range of ports used as transmission channels for
Gateway repository 5000 backup jobs. For every TCP connection that a job uses,
one port from this range is assigned
Cloud SP backup TCP 2500 to Default range of ports used as transmission channels
Gateway proxy 5000 for replication jobs. For every TCP connection that a job
uses, one port from this range is assigned
Cloud Provider-side ~ UDP 1195 Port used to establish secure VPN connection for
Gateway network network extension during partial site failover. If a tenant
extension has several IP networks, additional odd ports should be
appliance opened starting from 1195 — one port per tenant's [P
network. For example, 1195, 1197, 1199 to connect 3
different networks of the same tenant.

NOTE: When an SMB share or a deduplication appliance is used, the service provider backup repository is
considered the backup gateway server directly connected to the device.

Monitoring

Once deployed, the cloud gateway has different services installed in the Windows machine that should
be monitored to guarantee the best availability of the service:

Service Display name Service Name Startup Type Log On as
Veeam Cloud Gateway Service VeeamGateSvc Automatic Local System
Veeam Data Mover Service VeeamTransportSvc Automatic Local System
Veeam Installer Service VeeamDeploySvc Automatic Local System

Note: There are additional Veeam services deployed as part of the default installation. We ignored them in
this list, as they are not involved in a Veeam Cloud Connect infrastructure.

Protection

From a protection standpoint, a cloud gateway does not need to be saved, because there is no
permanent data on it. Additionally, a new cloud gateway can be deployed in a few minutes while other
existing cloud gateways are serving customers.
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2.6 WAN Accelerators

WAN accelerators are optional components that can be deployed at the service provider to improve
bandwidth utilization of remote backups and replicas sent by customers. Even if any Veeam Cloud
Connect operation can be executed without WAN accelerators, WAN accelerators become mandatory
components for a service providers willing to offer remote backup or replication services. Several
customers will probably have Veeam WAN accelerators in their infrastructure, so in order to leverage
them, the service provider will need to deploy and configure them. Also, WAN accelerators are enabled
in the Veeam Cloud Connect license given to service providers without need for further licensing, so
there is no licensing concern for the service provider when deploying them.

In addition, starting from Vieeam Backup & Replication v9, when the target of a job is Veeam Cloud Connect,
customers using the Enterprise license are entitled to use WAN acceleration, while previously they had to have
an Enterprise Plus license(and it's still like this in v9 for jobs not involving Veeam Cloud Connect).

WAN accelerators at the service provider sit between cloud gateways and repositories (for backup and
backup copy jobs) or proxies (for replica jobs). They help improve the bandwidth utilization by caching
blocks internally, avoiding the need to transmit every block over the wire.

WAN accelerator is a windows service, so the best platform is a modern 64-bit OS like Windows Server 2012
R2.The same design considerations made for local Veeam Backup & Replication deployments can be applied
also in a Veeam Cloud Connect scenario when it comes to WAN accelerators: 8 GB of RAM at least, a fast disk
for the cache (a SSD disk or SSD-backed volume is not mandatory, but preferred), and the correct sizing for the
cache itself. In addition to the global cache configured during its deployment, a WAN accelerator consumes
20 GB per 1 TB of source data. A good choice is to use a dedicated volume for caching, so when it is filled, it
does not create problems for the Windows OS and its running services.

Cache

b Specify location and size of the global cache used by target WAN accelerators to cache recuming data blocks. The specfied
amount of disk space will be allocated separately for each sourceAarget WAN accelerstor pairin many4o-one deployments.

Fokder
E-WesamWAN | [ Browse.. |

Path Capaciy Free
@c 357GB
@E 1395GB

Cache size: 100 /5]
‘We recommend at least 10GB per each operating system used in the environment. Larger cache
improves data reduction ratio. but requires faster storage.

|<P|m.|s|| Next > |

2.13: Prefer a dedicated drive for the WAN accelerator cache
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A single WAN accelerator can saturate links up to 150 Mbps on average, depending on the workload.
However, some users choose to use WAN acceleration on much faster links in order to optimize bandwidth
consumption of a shared WAN link. If bandwidth consumption is not a concern, using direct transfer mode
usually achieves a better data transfer performance and a shorter job completion time on faster links.

When a service provider configures a new cloud repository for a customer and assigns a WAN
accelerator, this relationship is fixed. Even if a service provider has multiple WAN accelerators, only

one is used for a given cloud repository, until this configuration is changed. So, when adding new
customers or assigning new resources, a service provider will need to balance the assignment of WAN
accelerators to customers manually. When sharing one WAN accelerator among multiple customers, a
service provider will have to take into account the total bandwidth of the customers and the expected
storage consumption for the cache. For example, one WAN accelerator with a 50-Mbits bandwidth
could be the target of five customers having each a 10-Mbits upload speed. Usually the maximum
ratio for sharing a WAN accelerator is 5:1. Additionally, you should always take into account the failure
domain: the more tenants that are connected to the same WAN accelerator, the more that are affected
when one of WAN accelerator is not available.

Firewall

Once deployed, a WAN accelerator has different components, listening over different TCP ports:

Veeam Installer Service 6160
Veeam Data Mover Service 6162
Veeam WAN Accelerator Service 6164
Veeam WAN Accelerator Service 6165

Ports 6160, 6162 and 6164 need to be open towards the Veeam Backup & Replication server controlling
the WAN accelerator. There are also communications between the different WAN accelerators (source
and target) happening over port 6164 (the controlling port for RPC calls) and 6165 (data transfer
between WAN accelerators). This last communication is tunneled by the cloud gateway.

Finally, ports 2500 to 5000 need to be open between WAN accelerators and backup repositories for
data transfers of WAN-accelerated jobs.
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Monitoring

Once deployed, the WAN accelerator has different services installed on the Windows machine that you

should monitor to guarantee the best Availability of the service:

Service Display name Service Name Startup Type Log On as
Veeam WAN Accelerator Service VeeamGateSvc Automatic Local System
Veeam Data Mover Service VeeamTransportSvc Automatic Local System
Veeam Installer Service VeeamDeploySvc Automatic Local System
Protection

From a protection standpoint, WAN accelerators need to be protected properly. A backup job that is
WAN accelerated cannot failover to a direct connection if the WAN accelerator fails.

The job itself fails until the WAN accelerator is restored or the job is reconfigured for direct mode, and this
needs to be done at both ends (service provider and customer). For this reason, having WAN accelerators
hosted as virtual machines on a hypervisor with High Availability capabilities is a best practice. There is no
need to back up a WAN accelerator because its cache can be populated from scratch when it is redeployed. In
order to avoid low performance while the cache is warming up after a redeployment, the service provider can
warm the cache before placing the new WAN accelerator into production.

Backup Repositories

Backup repositories are the destination of backup and backup copy jobs in Veeam Backup &
Replication. You can create them using Windows or Linux machines with local attached or remote
storage carved out of a SAN, or they can be a storage appliance exposing its disk space via SMB
protocol. They can also be one of the supported deduplication appliances.

< Type
[:E+J Choose type of backup repository you want to creale.
="

Name

® Microsoft Windows server
Microsoft Windows server with infemal or directly attached storege. Data mover process running
directly on the server dlows for mproved backup efficiency. especially over slow links.

O Linux server
Repository Linuoe zerver with intemal, directly aitached. or mounted NFS storage. Diata mover process running
Mourit Server

) Shared folder

Review CIFS (SMB) share. When backing up over slow links, we recommend that you spedify a gateway
server located in the same sie with the shared folder

) Deduplicating storage appliance

Advanced integration wih EMC Data Domain. BaGrid and HP Store(nce. For basic integration.,
use the Shared folder option above.
[ <Prvios || Nex> | 2 || Cancel

2.14: Veeam Backup & Replication supports different repository types
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Once a backup repository is configured and registered in the Veeam Backup & Replication console, a new
cloud repository is created and assigned to the user during the creation of a new Veeam Cloud Connect
customer consuming backup resources, using a portion of an existing backup repository. From a service point
of view, a cloud repository is a remote repository exclusively assigned to its user. From an infrastructure point
of view instead, a cloud repository is a sub-folder of a backup repository with an applied quota.

For a Veeam Cloud Connect deployment, there are no special requirements for repositories, but the
general rules of Veeam Backup & Replication are still valid. You should use a Windows or Linux server
instead of an SMB share so that a proper Veeam data mover service can be deployed on the repository
machine. With this service running, all write/read operations are delegated to this service.

Additional caution should be taken for the use of deduplication appliances: As tenants have the option
to encrypt their backup files, and service providers cannot forcefully disable this option (but they can
force mandatory encryption if needed), encryption itself can nullify any advantage of deduplication
appliances, which are going to be filled with encrypted backups that cannot be deduplicated.

If a service provider can control the configuration of incoming backup or backup copy jobs, a
deduplication appliance may be a good choice, but for those service providers offering Veeam Cloud
Connect Backup publicly, a deduplication appliance may not be the best choice.

Firewall

Once deployed, a repository has different components, listening over different TCP ports:

SSH Server (Linux only) 22

Veeam Installer Service (Windows only) 6160
Veeam Data Mover Service (control) 6162
Veeam Data Mover Service (data) 2500-5000

Ports from 2500 to 5000 need to be open between WAN Accelerators and Backup Repositories for data
transfers of WAN accelerated jobs, or between Backup Repositories for direct jobs.
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Monitoring

Monitoring considerations are different for Windows and Linux repositories. The latter in fact has no
permanent component installed: Instead, a temporary component is loaded dynamically every time a
job is executed. For this reason, the monitoring information is split for the two options:

Windows repository

Service Display name Service Name Startup Type Log On as
Veeam Data Mover Service VeeamTransportSvc Automatic Local System
Veeam Installer Service VeeamDeploySvc Automatic Local System

Linux repository

Administrators need to verify that the Linux repository has the SSH server enabled and running, and
Perl subsystem available. The Veeam Backup & Replication server connects to the Linux machine via
SSH, copies the temporary binaries and executes them using Perl. No permanent Veeam component is
installed in the repository, so there is no Veeam component to monitor.

Service providers may want to monitor the SSH server to guarantee that is up and running.
Protection

From a protection standpoint, backup repositories need proper protection. They are the components
storing customers' backup data, and losing them means losing the customers' data. Because of the
many available technologies used to build a repository, there are no universal considerations that apply
to every scenario. A service provider must carefully evaluate the available options in regards to the
technology used to create the backup repository.
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Concurrency

The concurrency limits of a repository should be carefully evaluated by the service provider, otherwise
customers could be stuck with their jobs waiting for available resources at the service provider.

Location

C:\Backup Browse

T == ==

—
[— Freespace: 103 GB

Load control
and cause /0 operations to timeout. Conirol storage device saturation with the following settings:
E Limii maximum concument tasksto: 4 3:

] Limit read and write data rates to: = MB/s

2.15: Configure carefully the repository load control
Server sizing

Storage space sizing is not covered in this book. There are too many options available on the market to build
a Veeam backup repository, and each solution has its own limits in terms of number of disks, stripes, volumes,
etc. The only limit on Veeam Cloud Connect Backup is 2 PB (petabyte) for a single cloud repository.

In regards to the memory sizing of a backup repository, it is important to know how a Veeam repository uses
memory. Veeam Backup & Replication v9 has four different levels of storage optimization for a backup job:

Eﬂ# ml- MiZathon:

Local target W
Local ETB- fies

LAN target

WAN target

2.16: Storage optimization options for a backup job

A repository uses memory to store incoming blocks. This queue collects all blocks coming from source data
movers, caches them in memory and after some optimization, it is flushed to disk. This reduces the random
I/0 affecting the backup files to a minimum, while trying to serialize as many write operations as possible. The
amount of memory consumed by the queue is simple to calculate: It uses 2 GB of memory per active job.
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However, this is not the only amount of memory consumed by the repository: Veeam backup files
contain deduplicated information of the saved blocks. As with any deduplicated storage, there are
metadata information stored along the file itself in order to keep track of stored blocks.

To improve performance, the repository loads dynamically this metadata information into memory.
Starting from Veeam Backup & Replication v8 Update 2, the cache accelerates both write and read
operations, but there are also differences in the way the cache is populated and used. The amount of

consumed memory for metadata depends on the selected block size for deduplication:

Memory
VBK size Optimization VBK block size consumption
for VBK metadata
1TB WAN target 256 KB 700 MB
1TB LAN target 512 KB 350 MB
178 Local target B1024 K 175 MB
1TB Local target 16+ TB 4096 KB 44 MB

Note: Starting from Veeam Backup & Replication v9, the new block size for Local target 16+ TB is 4 MB instead
of 8 MB. The previous value for memory consumption was 22 MB.

By adjusting these values to a real scenario, service providers can estimate how much data a given
repository will be able to process at a certain point in time (how much memory will be needed for an
expected amount of processed data).

For example, if the memory is 8 GB, and you assume the OS and all other running processes use 1 GB,
7 GB of memory can handle around 41 TB of backup files at the default block size. This also includes the
additional incremental files of a backup chain.

If a given backup repository is assigned to 10 different customers and all of them are executing their jobs

at the same time, the total memory must be divided among all the jobs. The Veeam repository constantly
consume the same amount of RAM, because it can dynamically load and offload metadata, but planning for
the maximum possible consumption is a good choice to be prepared for the worst-case scenario.

Finally, backup and backup copy jobs are configured by the customer and not by the service provider. There
is no direct way for the service provider to plan for an accurate utilization of the backup repository memory,
because he does not know in advance which block size will be used and what the total size of a backup set
will be. However, the quota configured for a tenant in Veeam Cloud Connect can also be considered the
maximum possible size of a backup file of a customer. For these reasons, proper monitoring of the backup
repository is paramount, so the provider can quickly identify when the system is too stressed.

The maximum possible size of a single cloud repository is 2 PB (2,097,151 GB to be precise); the
memory required to manage this amount of data at the default block size would be theoretically
around 350 GB. This value will never be reached because there are mechanisms in place to flush the
cache. However, it is up to the service provider to design a single large backup repository, or decide to
have multiple pods (which will be discussed later) and size their memory accordingly.
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Because of the creation of several cloud repositories on top of the same backup repository, some
additional design principles should be considered.

Two main design choices are suggested. Both solutions are effective and can be used for a Veeam
Cloud Connect Backup infrastructure. The choice between the two depends, among other technical
and business reasons, on the technical skills of the service provider's IT department and their
knowledge of the described technologies.

Pod Design

The first design is what can be called a pod. A pod is a single repository built with any supported
storage (local disks in a Windows or Linux machine, a SAN, a NAS or a deduplication appliance) that has
a fixed size or expandable up to a certain limit.

Backup Repository A Backup Repository B Backup Repository C

Backend Storage A Backend Storage B Backend Storage C
S — R — R —
PODA POD B PODC

2.17: Pod design for repositories

With this kind of repository, a service provider needs to plan how to distribute customers among the
several repositories he could have. Above all, however, he must keep some free space for a future
increase in the cloud repositories’ quotas and transform operations. A customer may start with a small
amount of space, but after some time, the customer could ask for an increase in the storage quota. If
there is no free space left in the repository, the service provider will be able to satisfy the customer's
request only by migrating the customer's backup files into another repository. This can be done almost
transparently , but it involves some manual activities on the part of the service provider and some
downtime in the customer’s Veeam Cloud Connect service. Cloud repository quotas are strictly applied,
but as long as the customer is not using the entire amount of the assigned quota, the service provider
can use some over-commitment. However, the service provider should carefully evaluate level of over-
commitment to avoid any interruption of the service.

A pod design can be expanded by adding additional pods aside of the first one (thus the meaning of the
name). The different pods do not share their storage resources with each other, the service provider will
manually balance cloud repositories among them, and move any customer from one to another as needed.
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Single namespace scale-out design

The second type of design is single namespace scale-out design. This design is more complex than
the previous one, but it has some advantages. To create it, a Veeam repository is connected and uses
storage resources from a scale-out storage solution that can be expanded over time without changing
the configuration of the exposed resources. There are several solutions — both open-source and
commercial — with these capabilities, and Veeam does not promote any one above the others.

Backup Repository

N Single Namespace P
J \
[ ol ol i e——M»
NODE A NODE B NODE C NODE D NODE X

2.18: Single namespace scale-out design for repositories

The important aspect of this design is the single namespace. Instead of adding additional storage with

a new path to the Veeam console, the addition of a new node to the scale-out array in this scenario does
not changes the path Veeam needs to use to save data. Simply put, once a new node with some capacity
is added, the repository is going to expose the same path with a transparently increased capacity.

This solution helps service providers avoid capacity problems in their repository design, especially
when enabling self-service capabilities to their customers. If a customer can set up his storage quota
freely, proper capacity planning cannot be effective: A scale-out approach helps to react quickly to a
capacity shortage without changing any configuration to the repository structure.

If concurrency becomes a problem with this approach, a service provider can deploy additional
repositories using the same scale-out storage. Even if the same storage path cannot be exposed by
more than one repository at the same time, a service provider can create multiple paths (directories) in
the same storage, and then use multiple repositories at the same time. This will add more concurrency
to accommodate customer's activities.

NOTE: VVeeam Scale-out Backup Repository™, a new technology introduced in Veeam Backup & Replication
v9, cannot be used to host cloud repositories. The scale-out design can be used as an alternative.
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Proxies

Proxies, which are deployed at the service provider, are the components responsible for receiving
replication data from customers (from their source proxies) and writing data onto the virtual disks of
the VMs hosted on the hypervisor where the service provider offers the DRaaS service.

The Veeam proxy is a Windows service, so the best platform to use is a modern 64-bit OS like Windows
Server 2012 R2. The correct sizing of a proxy depends on the expected amount of traffic the service provider
will receive and on the redundancy design to be realized. At least one proxy per hypervisor cluster must be
deployed so that this proxy has access to all the available underlying storage and can then write the received
data onto it. To improve performance and resiliency, multiple proxies should be deployed.

A group of proxies can work in concert to create a pool. They can all receive and manage incoming
replication data from customers and balance these connections between them. If any proxy fails,
another proxy can take care of the existing connections, giving continuity to customer operations.

To streamline the replication process, service providers can deploy a backup proxy as a virtual machine.
The virtual backup proxy must be registered on an ESXi host that has a direct connection to the target
datastore. In this case, the backup proxy will be able to use the virtual appliance transport mode to
write replica data to the target. This is the most effective transport mode for the target-side proxy:

Backup proxy transport mode:
® Automatic selection
Data retrieval mode is selected automatically by analyzing backup proxy

corfiguration and reachable WMFS and NFS datastores. Transport modes
allowing for direct storage access will be used whenever possible.

) Direct storage access
Data is retrieved directly from shared storage. without impacting production
fabric via hardware or software HBA, and have VMFS volumes mounted.

) Virtual appliance

Data is retrieved directly from storage through hypervisor 10 stack by hot
adding backed up virtual disks to a backup proxy WM. Datastores containing
protected VMs must be connected to a host unning backup proogy VM.

) Network

Data is retrieved from storage through hypervisor network stack using NED
protocol over host management interface. This mode has no special setup
requirements. Recommended for 10 Gb EBthemet or faster.

Options
[ Failoverto network mode # primary mode fails, or iz unavailable
[T Enable host to proxy traffic encryption in Neiwork mode (NBDSSL)

oK || Caca |

2.19: Backup proxy transport mode

© 2016 Veeam Software 32



Veeam Cloud Connect v9
A reference architecture to learn, design, implement and manage your Veeam powered cloud services

During the first run of a replication job, Veeam Backup & Replication creates a replica with empty virtual
disks on the target datastore. If the virtual appliance mode is used, replica virtual disks are mounted to
the backup proxy and populated through the ESXi host I/O stack. This results in increased write speed
and fail-safe replication to ESXi targets.

If the backup proxy is deployed on a physical server or if the virtual appliance mode cannot be used for other
reasons, Veeam Backup & Replication uses the network transport mode to populate replica disk files. For these
reasons, you should deploy proxies VMs and leave the transport mode configuration as automatic selection.

Concurrency

The service provider should carefully evaluate the concurrency limits of a proxy. Supposing that a
completely shared environment exists and every proxy deployed in the environment can access every
available datastore, the amount of replication jobs a service provider can receive concurrently is the
sum of the maximum concurrent tasks of all the proxies:

Choose serverfor new backup proxy. You can only select between Microsoft Windows servers added to the managed servers

Choose server:

vbr.cloudconnect local
Prosgy descripiion:

Summary Created by Veeam Backup & Replication

Transport mode:

Connected datastores:

Manx concument tasks:

2 HO

2.20: Proxy maximum concurrent tasks

Service providers should follow Veeam best practices of a 1:1 ratio between available CPU in a proxy and the
number of maximum concurrent tasks. For example, a service provider can have five virtual proxies, each with
four virtual CPUs, and thus be able to receive as many as 20 concurrent replication jobs from tenants.

NOTE: Every tenant can perform one replication job targeted to the cloud host simultaneously. Veeam
Cloud Connect does not support parallel processing. The number of concurrent tasks of proxies equals the
maximum amount of incoming tenants a service provider can receive at a given point in time.
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Firewall

Once deployed, a proxy has different components listening over different TCP ports:

Veeam Installer Service 6160
Veeam Data Mover Service (control) 6162
Veeam Data Mover Service (data) 2500-5000

Ports from 2500 to 5000 need to be open between proxies and cloud gateways and between WAN
accelerators and proxies for WAN-accelerated data transfers.

Monitoring

Once deployed, a proxy has different services installed in the Windows machine that should be
monitored to guarantee the best Availability of the service:

Service Display name Service Name Startup Type Log On as

Veeam Data Mover Service VeeamTransportSvc Automatic Local System

Veeam Installer Service VeeamDeploySvc Automatic Local System
Protection

From a protection standpoint, a proxy does not need to be saved because there is no permanent data on
it. Also, a new proxy can be deployed in a few minutes while other existing proxies receive customer data.

Network Extension Appliances

To enable communication between production VMs on the tenant's side and VM replicas at the
service provider, Veeam Backup & Replication uses network extension appliances. A network extension
appliance (NEA) is a tiny, hardened, Linux-based VM (1 VCPU, 512 MB RAM, 44 MB ISO file + virtual
floppy disk for configuration) deployed automatically by Veeam Backup & Replication server on the
virtualization hosts on which tenant VMs and their replicas reside.

NEA have two main purposes:

During full failover, it provides both access to internet for replica VMs and access
to replica VMs from the internet

During partial failover, it extends customer network to the service provider environment, using L2
(Layer 2) technologies, so that production VMs can communicate with replica VMs.
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For every tenant who plans to replicate VMs to the service provider and use the built-in networking
and failover capabilities described above, at least two NEAs should be deployed: one on the service
provider's side and the other on the tenant's side.

Tenant Side SP Side

Tenar ﬂﬂﬂﬂm Eﬂﬂﬂﬂ it

virtualization virtualization
host Tenant SP network host
netwark extension
IR edension appliance IR
appliance

2.21: General overview of network extension appliances

The network extension appliance on the service provider side is deployed on the virtualization platform
that acts as a replication target. The NEA has at least two network interfaces:

«  The external interface is connected to the service provider external network, ideally where also
cloud gateways are deployed. This network uses public IPs assigned to each NEA so that the
appliance itself can act as a firewall or gateway for every replica VM

« One or more internal interfaces are created once a hardware plan is assigned to a new tenant.
Veeam Cloud Connect uses VLANSs as a way to isolate network resources assigned to every tenant.
Each network of each tenant is created in the virtualized platform as a new port group, tagged
with a unique VLAN ID (taken from a VLAN pool preloaded during the Veeam Cloud Connect initial
configuration). VLANSs are not routed between each other at the physical switching layer. The only

way a VLAN segment can communicate with another one is by the NEA, which guarantees the
complete isolation of tenants.
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NEA1
185.62.37.101 II]
192.168.0.254 —m
Tenant1 Network
VLAN 101
192.168.0.0/24
NEA2
185.62.37.102 m
192.168.0.254 —m
|lul| m
Y [2]
Cloud gateway
185.62.37.98
Tenant2 Network
VLAN 102
192.168.0.0/24
SP External Network
VLAN 6
185.62.37.96/28
NEA3
185.62.37.103
192.168.0.254 III
192.168.1.254 —m
Tenant3 Network1
VLAN 103
192.168.0.0/24
VM

Tenant3 Network2
VLAN 104
192.168.1.0/24

2.22: VLANs are used to create network isolation and multi-tenancy
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Full failover

During a full failover, a network extension appliance loads on the internal interfaces the same IP addresses that
gateways use by each tenant for their virtual machines, one per network or port group. This way, no change to
VM IP configuration is needed during the failover and the NEA can act as the new default gateway.

The tenant allows access to replica VMs during the configuration of a cloud failover plan:

Edit Cloud Failover Plan Cloud failover plan -
ﬂ-+ Public IP Addresses

Assign public |P addresses supplied by your service provider to WMz in the failover plan. Public IP address enables connecting to
C ) & VM from the intemet after full site failover.

Failover Plan Assign public IP addresses to use during full site failover
_ VM name Mapping rule Description Add...
kit iachecs scommerce 132.168.11.112:30 - 192.163.100.51:80
Default Gateways
Public IP Addresses
Summary

< m >

| < Previous | | Next > | | Finish | | Cancel

2.23: Setting public IP destination rules in a cloud failover plan

Each rule created in the public IP step of the wizard becomes a new ingress rule on the NEA, from the public IP
address to the private IP of the selected VM. Chapter 5 will give you additional information about this topic.

Partial Failover

During partial failover, only single replica VMs are selected by a tenant to be powered on at the service
provider and those VMs will be able to connect to their original network at the tenant side, thanks to
the network extension appliance.

In this scenario, there are two appliances involved in the process:

«  The network appliance deployed at the tenant has one network interface, connected to the same
port group as the virtual machines (multiple appliances are deployed when the end user has
multiple port groups with VMs). This appliance starts the OpenVPN client and connects to the cloud
gateway, and from here to the network appliance deployed at the service provider side

« The network appliance at the service provider side receives the connections from the OpenVPN
client thanks to an OpenVPN server running inside it. The result is the creation of a L2 tunnel
between the two sites.

On top of the L2 tunnel, a Proxy ARP solution running inside both network appliances forwards 1.2
packets from one side to the other, and vice versa. The result is that VMs can use the same subnet or
broadcast domain, regardless of the site where they are powered on.
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Firewall

Because of the different networking configurations that a network extension appliance can have, a
general firewall configuration for the appliance itself is not possible. There is one TCP port that is always
open on the external interface:

Service

SSHD 22

In addition, every rule created by a tenant in a cloud failover plan becomes a new firewall port open in
the network appliance.

The only difference is that while SSHD needs to be reached only from Veeam Backup & Replication server in
order to control and reconfigure the network appliance, every other rule is meant to have no defined source
IP address, as end user may need to connect from different locations to their replica VMs.

NOTE: Because the network extension appliance is already a firewall and opens only the minimum amount of ports
required by an end user, there is little sense in putting an additional firewall in front of it. Service providers can filter and
monitor incoming connections, if needed, using firewalls operating at L2 (or in transparent mode). This allows to use
the real public IP of an appliance instead of complicated multiple NAT levels.

Monitoring

There is no need to monitor a network extension appliance because it is powered on on- demand by
the Veeam Backup & Replication server at the service provider when needed in reaction to end user
activities like the start of a partial or a full failover.

Protection

From a protection standpoint, a network extension appliance does not need to be saved because there is no
permanent data on it. A significant part of configuration (the content of the floppy image) is created during
appliance deployment; the managing VBR server passes additional configuration upon boot. In both cases,
data is stored in the Veeam Backup & Replication server and reconfigured upon a redeployment of the NEA.

© 2016 Veeam Software 38



Veeam Cloud Connect v9
A reference architecture to learn, design, implement and manage your Veeam powered cloud services

Additional components

Even if they are not part of the Veeam Cloud Connect infrastructure, the following components help to
successfully create and operate the infrastructure.

Active Directory domain controllers

Active Directory is the directory service developed by Microsoft years ago, starting with Windows 2000.
Directory services allow central authentication and authorization for all users and computers in the
network based on a Windows domain, assigning and enforcing security policies for all computers and
users and installing or updating software.

The ability to centrally authenticate and authorize access to resources is an important solution to
guarantee optimal security of any IT environment. In addition, all Veeam Cloud Connect components
(with the exception of Linux repositories and the network extension appliances) are designed to be
executed on Windows machines, so having Active Directory in place makes perfect sense.

Finally, Active Directory offers integrated DNS services. Any IT infrastructure heavily relies on proper
DNS configuration (with both forward and reverse resolution correctly configured) to reach all the
different components.

For these reasons, Active Directory is recommended in a Veeam Cloud Connect environment.
Firewalls

By its nature, Veeam Cloud Connect is a service that needs to be exposed over the public internet to
serve users. Because of this, network security solutions like firewalls should be deployed and properly
configured in order to protect Veeam Cloud Connect.

Different technical solutions and business requirements lead to different security designs. For this
reason, it makes little sense to describe a detailed firewall design for Veeam Cloud Connect. Instead, this
book suggests two high-level design concepts to use when protecting Veeam Cloud Connect:

- Separate different logical components in different security zones: For example, keep cloud
gateways and NEAs in different and separated areas. Because they are components that need to be
exposed over the internet, a compromise on these machines will not lead to a compromise of the
entire Veeam Cloud Connect environment.

Reduce network connections to a minimum: You should have firewalls authorizing any
communication between components. You can do so by opening the minimum number of
required TCP/UDP ports. Chapter 3 and 4 describe these ports in detail.
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Load balancers

As explained before, different cloud gateways work as one logical pool to share the load and guarantee High
Availability. They are designed to balance themselves without the help of any additional load balancer.

To better understand this design principle, remember this important design consideration: Each

cloud gateway needs to have its own public IPv4 address, regardless of whether it is directly
configured on the cloud gateway itself (direct mode) or with a firewall in front of it (NAT mode).
This is a mandatory configuration. For service providers worried about the consumption of public IP
addresses, there is no need to have a large amount of cloud gateways even on large installations, so the
use of public addresses should not be an issue for most service providers.

These requirements have a direct consequence on load balancing: A service provider cannot use a load
balancer with shared IP address to publish multiple cloud gateways.

Only the initial connection from a tenant to the Veeam Cloud Connect environment needs balancing.
This can be accomplished by using simple DNS Round Robin: The public FQDN (fully qualified domain
name) of Veeam Cloud Connect can be configured in the DNS to have multiple A (host) records. This
way, when a tenant connects to the assigned resources in Veeam Cloud Connect, he connects to one
of the registered public IP addresses, realizing a simple balancing between the cloud gateways. An
example configuration would look like this:

DNS name record type IP address
ccvirtualtothecore.com A 185.62.37.98
ccvirtualtothecore.com A 185.62.37.99
ccvirtualtothecore.com A 185.62.37.100

NOTE: This example uses a personal but real domain name because when creating a real SSL certificate,
every certificate authority checks the information of the applicant and the registered domain. A fake domain
would create errors during the SSL verification phase.

For proper operations when using wildcard certificates (like *.virtualtothecore.com ), the public
hostname that resolves to each public IP assigned to a cloud gateway must use the same domain of
the common DNS name used to publish the service. The same must be used in the SSL certificate.
Therefore, in the example, the gateways must have their host names mapped in DNS as:

DNS name record type IP address
gtw1.virtualtothecore.com A 185.62.37.98
gtw2.virtualtothecore.com A 185.62.37.99
gtw3.virtualtothecore.com A 185.62.37.100
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One limit of this design may be that DNS does not have any notion of the state of the different cloud
gateways, and users may receive information regarding failed or disabled gateways. This is not an issue
in reality because Veeam Cloud Connect’s client component reads all the A records from the DNS
resolution and tries to connect to each of them until it can establish an initial connection. Once it has
reached one of the cloud gateways, it receives a list of all the existing and available cloud gateways
directly from the service provider’s Veeam Backup & Replication server. The Veeam cloud service
installed on the Veeam Backup & Replication server maintains and updates this list.

NOTE: In order to optimize the use of DNS Round Robin and avoid connection problems caused by DNS
caching, you should configure low TTL (time to live) values for the A records.

During regular operations, the Veeam cloud service keeps a list of all existing activities happening on all
cloud gateways, and it instructs new incoming tenants to use the less-used cloud gateway. As a result,
Veeam Cloud Connect load balances directly without any need for external load-balancing solutions.
Load balancing is based on the number of active connections per gateway.

When one of the cloud gateways fails, all existing connections are lost. Depending on the type of job
that was going through this gateway, two scenarios can occur:

Backup jobs are sensitive to network interruptions. Running jobs will fail, but subsequent retries
will be sent to surviving cloud gateways. Customers will see a failed job and then a successful retry.
Retry attempts are configured by default in any backup job; service providers should advise their
customers to not change these parameters.

Backup copy jobs can survive network interruptions. Depending on the duration of a network
interruption, Backup copy jobs are likely to restore the connection in place, or if the TCP timeout
threshold has been reached, backup copy jobs will be redirected to a surviving cloud gateway
without any notification to the user about a failed connection.

Finally, a note on the failover process of cloud gateways from an end-user perspective: The list of
available gateways is retrieved by the end-user component of Veeam Cloud Connect upon any job
start or retry. The available gateways are listed in a specified order in which the first usable gateway is
assigned #1, the second #2 and so on. The number assignment and the priority depends on the actual
load (number of active tasks) of all gateways.

As long as the gateway marked as #1 is available, the end user keeps using this one. As soon as this
gateway is not available, a new connection is automatically tried against #2; if this is available, the
connection is automatically established and any running job is continued. If not, a connection is tried
against the next gateway on the list. When all the gateways have been tried unsuccessfully, the running
job fails and a new list is retrieved for the following retry.
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Regular maintenance of the components

A critical environment designed to offer a service to external customers like Veeam Cloud Connect
needs to guarantee the best possible experience and the highest possible uptime. For this reason,
different operational criteria should be applied when managing Veeam Cloud Connect.

Splitting components

As outlined in this chapter, Veeam Cloud Connect is designed as a distributed architecture. To guarantee the
best performance, each component can and should be deployed on a separated server, physical or virtual.

Even if multiple components can be installed in the same server, when a maintenance activity is
needed or an issue is found, the downtime created can negatively affect each component deployed in
the same server. If the Veeam Backup & Replication server is deployed together with one of the cloud
gateways, the Veeam server will need stopped when maintenance is needed for a gateway, which
creates downtime for the entire server.

By splitting each component over a different server and deploying several instances of those
components that allow multiple instances, the chances to interrupt the entire Veeam Cloud Connect
service because of a single unavailable server are extremely reduced.

Patches and upgrades

Veeam Cloud Connect is deployed for the vast majority of its components over Microsoft Windows operating
systems. In order to guarantee stability and protection from vulnerabilities (especially for those components
exposed to internet like the cloud gateways), service providers should check regularly for the availability of
Microsoft patches and upgrades, and apply them as soon as possible. Again, the distributed architecture
allows for a stacked patching activity of different components at different times.

Service providers also need to address the Veeam Backup & Replication updates. If the Veeam Backup
& Replication server is able to reach Veeam Update Notification server (http://dev.veeam.com), the
software will notify users about the availability of a new update.

Service providers that subscribe to receive email notifications from the VCSP program should also
receive notifications about new updates a few weeks in advance when compared to the notification
server. This notification system enables service providers to plan upgrades to their environment before
each user sees the available update from the notification server.

Veeam Cloud Connect is backwards-compatible to previous versions up to one major release. For
example, service providers using v9 can receive backups from customers using v8. However, a service
provider cannot run a version older than what the customer uses regardless of this compatibility. The
service provider should deploy any update before it's generally available to end users.
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Time sync and DNS resolution

Two important aspects of every network are time sync and DNS resolution. In a Veeam Cloud Connect
environment, these two services must be properly configured and monitored to guarantee correct operations.

Every server of the environment — both those running Veeam Cloud Connect components and the additional
machines like Active Directory servers or the hypervisor hosts — must be synchronized with the same time
source, and providers must be sure that time and time zone are correctly configured. Differences in time
between the different components can lead to unexpected errors when operating Veeam Cloud Connect.

The same is true for DNS: Each and every component of the environment must be reachable by using forward
DNS resolution. The DNS servers must be correctly configured and populated with every existing record

(for both forward and reverse zones), and they must check to verify that they are operating correctly and are
reachable over the network by any other server. Redundant DNS servers should be deployed to guarantee
optimal uptime of the overall DNS service. If you follow this guide, you'll see two Windows Servers as both
Active Directory controllers and DNS servers for the entire infrastructure.
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Reference design for backup services

This chapter will describe a complete Veeam Cloud Connect Backup deployment at a service provider. By
impersonating a provider willing to offer backup services, you will learn about design and deployment all
the servers, networks and network rules necessary to run Veeam Cloud Connect Backup.

Customers Service Provider
lm]
=y -
m Veeam Backup &
S50 Replication
Customer
ﬁ;l il
al sst [ A
e R — S <R .§ -
. e e
Customer -~ e ': Cloud repositories
"‘ 1
7 Cloud !
N.;| S5t el gateway !
LR s ,
=0 -
Customer  WAN WAN Backup
accelerator accellelalor repository
(optional) (optional)

3.1: Cloud Connect Backup overview

All the components will be deployed in VMs running on top of a hypervisor in order to leverage

the quick deployment times of new VMs starting from templates and to protect components that
cannot be executed in multiple instances, like the Veeam Backup & Replication server. Because of
this, sizing rules will be based on vCPUs (virtual CPUs) rather than sockets and cores. Additionally, the
size adjustments of virtual disks will be easier than in a physical server, like when it will be needed to
increase the WAN accelerator cache size for example. The only exception is backup repositories: For
better performances, you should have physical backup repositories.

During this chapter (and the following one dedicated to replication services), these VMs are referred to
as servers; please remember that physical servers only refer to the repositories.

Note: If you plan to use physical servers, adjust the CPU considerations to existing and available
CPU models and specifications.
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Network diagram for backups

The first activity that a service provider has to do when starting the deployment of Veeam Cloud
Connect is design the overall infrastructure. This is paramount in order to better understand the
relationships between the different components of Veeam Cloud Connect, network ports and services,
and the way they communicate with each other.

The first activity is the creation of the following network diagram. This diagram is specifically about Veeam
Cloud Connect Backup. In the next chapter, you will see another diagram dedicated to replication services.

Veeam Cloud Connect Backup
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3.2: Network diagram for Veeam Cloud Connect Backup
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The diagram depicts the different Veeam Cloud Connect areas and the communication happening
between the different components. Later in the chapter, a similar diagram will depict the detailed
layout of the different servers. For additional information about network connections between the
different Veeam components, you can refer to the Veeam Backup & Replication User Guide or the
knowledge-base article KB1518 (http://www.veeam.com/kb1518).

The list of ports used does not change once the services are deployed, but there are two specific use
cases in which additional firewall rules are needed temporarily, even if they are not directly related to
Veeam Cloud Connect components:

1. Disabling a gateway: The Veeam Cloud Service running in the Veeam Backup & Replication server
(management zone) needs to access the installer service running on the gateway (DMZ zone) on
TCP/6160 in order to disable a gateway. If this port is not open, the gateway can still be disabled but
the Ul will freeze for a while.

2. Installing updates: It's recommended to temporarily disable firewall rules between the different
security zones during updates because operations require multiple open ports, like SMB access to
upload new .MSl installers to Windows machines, RPC access to restart services remotely and others.

The following parts of this chapter will explain the network diagram.
Security zones

The Veeam Cloud Connect environment is divided into different security zones, and different server types are
placed in each zone. All the zones are protected from each other and from the outside by firewalls.

By applying different firewall rules to allow only the minimum amount of necessary connections
between the different zones, the level of security is improved.

As described in the network diagram, there are four different areas:

< DMZ: This area hosts the cloud gateways and an optional web portal to offer users self- service
capabilities. The portal is not a Veeam component, but it can be developed by a service provider to
offer self-service operations to customers. This is the only area connected and reachable from users
via a public internet connection (directly or via firewall orNAT).

Management: This area hosts the management components of Veeam Cloud Connect. This area is
not reachable from outside.

« Storage: This area hosts the WAN accelerators and the backup repositories. This area is not
reachable from outside. A more complex design can also have WAN accelerators and repositories
divided in two separated areas.

« WAN (public): This area is the public internet or, in general, the network outside of the Veeam Cloud
Connect infrastructure where tenants are supposed to connect to the cloud gateways and their
cloud repositories to consume the web portal, if available.
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Firewall considerations

One of the reasons to separate the environment in several distinguished security zones is because of
the possibility to limit the network connections between them to a minimum.

Inside the same zone, all servers are free to communicate with each other. For example, the Veeam
Backup & Replication server can freely connect to Veeam Enterprise Manager.

Assume that all connections between security zones are denied unless explicitly allowed via a firewall
rule. For a complete list of the required network ports, please refer to the network diagram and the
additional general required ports in the Veeam Backup & Replication User Guide or in the knowledge-
base article KB1518 (http://www.veeam.com/kb1518).

Management zone

The two domain controllers are contacted by the Veeam Backup & Replication server and the Veeam
Enterprise Manager server. Outside of the management zone, no server needs to connect to Active
Directory services. All cloud gateways, WAN accelerators and Windows-based repositories will use local
authentication only. This way, any security breach in these zones (especially the DMZ) will not expose
Active Directory to any risk.

Additionally, this design will keep the management components of Veeam Cloud Connect isolated..

However, for better management, all servers will be registered in the DNS services running on the
domain controllers. Even the servers using local authentication will be reachable using their hostname
and the domain suffix, cloudconnect.local. For the same reason, the only connections to the domain
controllers that is allowed will be toward the DNS servers over ports TCP/UDP 53.

DMZ zone

This security zone hosts the cloud gateways. These components are the only ones directly reachable
via public internet connections. For the best protection, a service provider should isolate this zone from
both public internet (allowing only the single TCP port needed for publishing the service) and the rest
of the Veeam Cloud Connect infrastructure.

The cloud gateways need to communicate with the management zone for DNS resolution using the
domain controllers (and for Active Directory operations if they were joined to the Cloud Connect
internal domain). They also need to communicate with the Veeam backup server to operate the backup
services and to the storage zone to allow communication between the data mover components at the
customer site and the WAN accelerators and repositories at the service provider site.

Storage zone

This security zone hosts the data movers managing all the inbound and outbound data streams.
Backup repositories are the foundation to create the logical cloud repositories customers use, while the
(optional) WAN accelerator technology allows important bandwidth savings for those customers who
have WAN accelerators on their own side.
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Both components need to communicate with cloud gateways and through the cloud gateways
to the customers. Additionally, they will communicate with the Veeam backup server and with the
domain controllers (if the storage components have been joined to Active Directory or to simply
use their DNS services).

Direct access should be limited to few authorized people, because an administrator can see all
customers’backup files on the on the backup repositories. If those are not encrypted, unauthorized
access to customers data is possible.

Subnets

Each security zone is isolated thanks to dedicated VLANs and firewalls that are the only entry points to
and from each security zone to another, with rules limiting connections to the minimum required to
operate a Veeam Cloud Connect environment.

The service provider uses one IPv4 subnet for each security zone. This allows you to write firewall rules
per subnet more easily.

Security Zone Subnet VLAN Gateway
WAN 185.62.37.96/28 6 185.62.37.97
DMZ 10.10.111.0/24 117 10.10.111.254
Management 10.1051.0/24 51 10.10.51.254
Storage 10.10.110.0/24 110 10.10.110.254

All subnets have a getaway address; these IP addresses are configured and managed by one or more
firewalls. This way, every communication between the security zones is filtered.

Notice that WAN and DMZ are two distinct subnets. Because of more advanced configurations required
by replication services in Chapter 4, cloud gateways will have two network connections: one in the
WAN subnet and the other in the DMZ subnet. Because they are reachable from the internet and thus
vulnerable to attacks, their connection to the other subnets is blocked by a firewall that only allows the
minimum required ports to the other services.
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Veeam Cloud Connect Backup deployment

Once VLANs and subnets are created, and the firewalls are in place to protect communications
between the different security zones, it's time to deploy the different servers needed and suggested to
build the complete Veeam Cloud Connect Backup environment.

This is the schema of the servers:

Veeam Cloud Connect Backup

Servers detailed diagram
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3.3: Cloud Connect Backup servers details
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Active Directory

The internal domain is named cloudconnect.local and is managed by two domain controllers:

dci

server name dc1.cloudconnect.local
IP Address 10.10.51.21

Operating System Windows Server 2012 R2

Installed roles

AD, DNS, Global Catalog, FMSO roles

vCPU 2

RAM 4Gb

Disk 40 Gb

dc2

server name dc2.cloudconnect.local
IP Address 10.10.51.22

Operating System Windows Server 2012 R2
Installed roles AD, DNS, Global Catalog
vCPU 2

RAM 4Gb

Disk 40Gb

Active Directory should use at least Windows Server 2008 level and be configured with no backward
compatibility with older domain controllers. This allows you to reach an additional level of security can.
If possible, use native Windows 2012 R2 Active Directory level.

10.10.51.21 and 10.10.51.22 are also the DNS servers to be configured in all other servers of the
Veeam Cloud Connect infrastructure. For those servers that will use local authentication, DNS records
should be configured manually.
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Veeam ma nagement servers

There are two windows servers so you can separate Veeam Backup & Replication
and Veeam Enterprise Manager.

server name em.cloudconnect.local
IP Address 10.10.51.41
Operating System Windows Server 2012 R2

Veeam Enterprise Manager + Cloud Portal

Installed components ) o :
(used only in replication services)

vCPU 2
RAM 4Gb
Disk 40Gb

This server holds the installation of Veeam Enterprise Manager and its related database. By having a separated
installation, a service provider can better manage the different performance requirements of Veeam Enterprise
Manager and the Veeam Backup & Replication server and configure a specific security rule to allow access to
the RESTful APl service running on the Enterprise Manager from an optional web portal only.

The installation has no specific requirements, and you can follow the default wizard from start to finish.
A dedicated Microsoft SQL Server 2012 Express is installed locally as part of the installation wizard, and
Veeam Enterprise Manager itself will use it. If the service provider is also going to offer replication or
DRaas services, the optional cloud portal should be selected during the installation.

Once the installation of Veeam Backup & Replication is completed on vbr.cloudconnect.local,
the configuration of Veeam Enterprise Manager can be completed by adding this server
to the list of managed backup servers.

e =¥ https://em.cloudconnectlocal 2442 O ~ @& C

E Veeam Backup Enterprise ... X .

ff HOME BACKUP SERVER SETTINGS

= e S rhs DNS name or IP address of the Veeam Backup server:
Backup Servers € Refrest 4
vbr.doudconnect local
Server description:
— User name: svc-vbr@doudconnect local
%& Password: asssesced
Port: 9392

0K Cancel

3.4: Add Veeam backup server to Veeam Enterprise Manager
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VBR

server name vbr.cloudconnect.local

IP Address 10.10.5140

Operating System Windows Server 2012 R2
Installed components Veeam Backup & Replication
vCPU 4

RAM 8Gb

Disk 40 Gb

This server holds the installation of Veeam Backup & Replication. In a Veeam Cloud Connect
infrastructure, this server is the central location for daily activities.

The installation has no specific requirements, and you can follow the default wizard from start to finish.
A dedicated Microsoft SQL Server 2012 Express is installed locally as part of the installation wizard, and
the Veeam Backup & Replication server itself will use it. During the component selection, a service
provider should also choose to install the optional PowerShell SDK: Cloud Connect can be heavily
automated via RESTful APl or PowerShell, so having both available is a good choice.

Once the setup is completed and the license to enable Veeam Cloud Connect is installed (directly or
pushed via Veeam Enterprise Manager), the initial management interface can be reached by opening
the Veeam console and selecting the node Cloud Connect:

CLOUD CONNECTTOOLS VEEAM BACKUP AND REPLICATION

HOME CLOUD CONNECT

£R 50
a B 5 Q
Add  AddCloud Manage  Manage Manage
Tenant  Gateway Certificates  VLANs Public IPs
Manage Infrastructure Manage Netwarking

CLOUD CONNECT
MANAGE CERTIFICATES

Al

First step of becoming a Veeam Cloud Connect service provider is to specify an SSL certificate for secure communication with your clients. You can use an existing certificate

4 (& Cloud Connect
issued by a trusted authority, or generate a new self-signed certificate.

> 3 Cloud Gateways
2 Tenants

5 Backup Storage E+ ADD CLOUD GATEWAY
> B Replica Resources 75 pfter you specify an SSL certificate, create at least one Cloud Gateway. This component encapsulates network traffic between customer and service provider Veeam components
3 Lost24 hours to a single port. Create multiple Cloud Gateways for high availability and load balancing.
[ History
A% ADD TENANT
ala

After you set up a Cloud Gateway, you can create tenant accounts and assign one or mere cloud repository quotas to each.

== BACKUP &t REPLICATION
@E? BACKUP INFRASTRUCTURE
VIRTUAL MACHINES

@ CLOUD CONNECT

[ HisTory

CONNECTED TO: LOCALHOST  SUPPORT: 69 DAYS REMAINING

3.5: Veeam Cloud Connect start screen
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From here, the required steps to have a fully functional Veeam Cloud Connect Backup infrastructure are:

—_

. Create and install a proper certificate (see Appendix A)

N

Deploy and configure the required cloud gateways

w

Deploy and configure the optional WAN accelerators
4. Deploy and configure at least one backup repository

Once all the configurations steps are completed, a service provider will be able to create
and manage users/tenants.

Cloud gateways

AVeeam Cloud Connect infrastructure requires at least one cloud gateway, but as explained previously,
multiple gateways are mandatory to deploy a reliable solution. In this scenario, you will deploy three
cloud gateways, to satisfy a 241 redundancy: three gateways will be available to accept and manage
incoming connections, and in case of a failure of one of them, there will always be two available
gateways, thus guarantying load balancing and redundancy even in a degraded situation. Furthermore,
the use of three gateways allows maintenance activities to any of the gateways (patching, hardware
maintenance or upgrades, etc.) while always leaving two running gateways.

GTW1

server name gtw1.cloudconnect.local
IP Address 10.10.111.98

IP Address 185.62.37.98

Operating System Windows Server 2012 R2
Installed components Veeam Cloud Gateway
vCPU 2

RAM 2Gb

Disk 40 Gb

GTW2

server name

gtw2.cloudconnect.local

IP Address 10.10.111.99
IP Address 185623799
Operating System Windows Server 2012 R2

Installed components

Veeam Cloud Gateway

vCPU 2
RAM 2Gb
Disk 40Gb
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GTW3

server name gtw3.cloudconnect.local
IP Address 10.10.111.100

IP Address 185.62.37.100

Operating System Windows Server 2012 R2
Installed components Veeam Cloud Gateway
vCPU 2

RAM 2Gb

Disk 40Gb

For cloud gateway sizing, a service provider should follow these recommendations:
CPU: 2 vCPU or core can manage a bandwidth up to 10Gbit/s.

RAM: Around 512 KB of RAM are consumed per single connection. From a load perspective, it is
suggested to limit a gateway to 1,000 connections by adding multiple instances when the total
amount of connections goes above this value.

With 1,000 connections, the total memory requirement for the cloud gateway service is around 512
MB; the requirements of the underlying OS must be taken into consideration and added to this value,
hence the 2 GB suggested value.

Cloud gateways networking

Cloud gateway networking is configured in a specific way in this guide. Service providers may decide
to follow this example or to create a different configuration.

Each cloud gateway server has two network connections linked to the public WAN network and the DMZ.
This way, the external interface can be configured with a public IP and be reachable directly from the tenants’
side. The internal windows firewall of the machine and the external firewall protecting this subnet allow only
connections towards TCP/UDP 6180, the default port of the Veeam Cloud Connect service.
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As it can be observed in one of the gateways, the configuration of the network connection looks like this:

Conneclion-specific DNS Suffic

Description vimomet 3 Bthemet Adapter #2
Physical Address D0-50-55-A5-1F-AF

DHCP Enabled No

|Pvd Address 185623758

IPv4 Subnet Mask 255255 255 240

IPv4 Default Gateway 185623757

IPv4 DNS Server

IPv4 WINS Server

NetBIOS over Tepip Enabled Mo

3.6: Cloud gateway WAN link configuration

Only TCP/IP v4 has been enabled; every other protocol and service available as a default in the
Windows connection has been disabled. The WAN connection has the default gateway enabled, but no
DNS configuration because this is configured in the DMZ connection:

. cloudconnect Joca
vimonet 3 Bthemet Adapter
Physical Address 00-50-56-A5-5D-F1
DHCP Enabled No
IPv4 Address 10.10.111.58
IPw4 Subnet Mask 2552552550
IPv4 Default Gateway
IPw4 DNS Servers 10105121
10.1051.22

IPv4 WINS Server
NetBIOS over Tepip En...  Yes

3.7: Cloud gateway DMZ link configuration
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There are some permanent routes configured on the Windows machine:

Persistent Routes:

Network Address Netmask Gateway Address Metric
0000 0.0.00 185623797 Default
10.1051.0 2552552550 10.10.111.254 1
10.10.110.0 255.2552550 10.10.111.254 1

The first one is the default route. The other two are created to allow the cloud gateway to connect back
to the management network (10.10.51.0/24) and to the storage network (10.10.110.0/24). To create
these two rules, these commands can be executed in an elevated Windows command prompt:

route add 10.10.51.0 mask 255.255.255.0 10.10.111.254 -p
route add 10.10.110.0 mask 255.255.255.0 10.10.111.254 -p

10.10.111.254  is the IP address of the firewall connecting and segregating the DMZ subnet from
the other subnets. Only the minimum amount of required connections are allowed from DMZ to
management and storage:

NOTE: To make rule creation easier, some aliases have been created:
VCC_gateways: 10.10.111.98,10.10.111.99, 10.10.111.100
Domain_Controllers: 10.10.51.21, 10.10.51.22
VBR_Server:10.10.51.40

WAN_accelerators: 10.10.110.11, 10.10.110.12

Linux_repositories: 10.10.110.51

Windows_repositories: 10.10.110.52

Proto Source Port Destination Port  Description

lSEiTCP/ VCC_gateways = * Domain_controllers (SSN 5) Allow gateways to use internal dns
IPv4TCP  VCC_gateways | * VBR_Server 6169 Sg;fvm\/:fdgat;ssts r\\/aBr%t VER
IPv4TCP  VBR_Server * VCC_gateways 6160 l/s\e/acng gr;stf\ﬂlea;fsrom VER

Pv4TCP | VBR Server | *  VCC_gateways 6162 Ys\egg ;;235;2 from VBR
IPv4TCP | VBR_Server * VCC_gateways 6168 S)OF;J ?ﬂg 2?:%#55?%0& cloud
lSBAéTC i/ VBR_Server * VCC_gateways 1 gg_ xgaatr:vS &Bgsé?tz@:;:ess from
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The last rule can be disabled and enabled only when a new Veeam component needs to be installed or
upgraded because Veeam uses SMB shares to deploy the installer packages into remote Windows servers.

DoS protection

The cloud gateway is directly exposed over internet. In order to be protected by DoS (Denial of Service)
attacks trying to saturate all the available connections, this component has default limits on the
amount of connections it can accept:

number of connections from the same IP address = 16
number of total connections = 256

To change these values, a service provider needs to create two new DWORD registry keys
in each cloud gateway in:

HKEY_LOCAL_MACHINE\SOFTWARE\Wow6432Node\Veeam\Veeam Gate Service and configure them
as follows (and restart the service to apply the new numbers):

PeerCloudConnectionsLimit (per IP, default is 16)
MaxSimultaneousCloudConnections (total, default is 256)

Remember that a cloud gateway is a failure domain when evaluating the impact on connections
caused by its loss. One thousand connections lost on a failed cloud gateway will impact several
customers. A service provider should carefully evaluate this scenario and deploy multiple cloud
gateways to spread the connections over a larger number of smaller failure domains.
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Installation

Once the three cloud gateways are added to the backup infrastructure as managed Windows servers,
the service provider will deploy on each of them the cloud gateway component. The procedure is
quick and easy, and should be repeated for all the three gateways.

1. From the Cloud Connect node, go to Cloud Gateways and select Add Cloud Gateway

2. Select one of the previously added servers:

Name
Choose a Microsoft Windows server to set up cloud gateway service on. We recommend that you set up multiple cloud

Choose server:
[gtw1 doudconnect local v| [ Add New...
Description:

|

Beemal pot: 6180 ]

TCP/UDF pot for extemal ¢ K Al traffic | you and your users will go through this port.
Your users will need to specify this port when establishing the initial connection to your service.

3.8:Add a new cloud gateway

1. Configure the desired networking mode:

1 e
%/ Speficy how this server is connected to the intemet.
Name

® This server is connected directly to the intemet
Select network adapter (NIC) connected to the intemet:
[125.62.37.38 Ethemet1)

() This server is located behind NAT
DNS P evice. Port forwarding rule must be set

»ort to the intemal port specified below.

3.9: Select the desired networking mode for the cloud gateway
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This guide suggests and explains the direct move. Direct mode is available to directly expose a cloud
gateway over the Internet with a public IP address configured on the gateway machine itself. Veeam
Cloud Connect fully supports both deployment modes, and service providers should properly protect
the cloud gateways behind a firewall, regardless which mode is used.

When configuring the cloud gateways in NAT mode, the wizard needs to be filled with the expected DNS
name that will be used to connect to the gateway itself. Following the example, the mappings would be:

HOST INTERNALIP DNS HOST NAT IP
gtw1.cloudconnect.local 10.10.111.98 gtw1.virtualtothecore.com 185.62.37.98
gtw2.cloudconnectlocal 10.10.111.99 gtw2.virtualtothecore.com 185.62.37.99
gtw3.cloudconnectlocal 10.10.111.100 | gtw3.virtualtothecore.com 185.62.37.100

Once the DNS A (host) records are configured with all the public IP addresses in order to enable round
robin, the internet-facing part of Veeam Cloud Connect is ready.

WAN accelerators

server name wan1.cloudconnect.local
IP Address 10.10.110.11

Operating System Windows Server 2012 R2
Installed components Veeam Cloud Gateway
vCPU 4

RAM 8Gb

Disk 40 Gb, OS disk

Disk 200 Gb, cache disk

server name wan2.cloudconnect.local
IP Address 10.10.110.12

Operating System Windows Server 2012 R2
Installed components Veeam Cloud Gateway
vCPU 4

RAM 8Gb

Disk 40 Gb, OS disk

Disk 200 Gb, cache disk
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As explained previously, WAN accelerators are optional components, but any service provider should
deploy them. Veeam Cloud Connect licensing enables the use of WAN accelerators at no additional
cost for service providers, and most of all, their presence allow a service provider to offer a complete
solution to those customers owning Veeam licenses with WAN acceleration enabled.

The 200 GB size for the cache disk is mainly a suggested starting point. One hundred gigabytes are
assigned to the general cache, plus an additional 100 GB are allocated for each job cache requirements.
Depending on the amount of customers assigned to a specific WAN accelerator and thus the total
amount of managed data, the cache should be then increased to guarantee optimal performance to all
customers connecting to a given WAN accelerator. Please refer to Veeam User Guide and Best Practices
to learn how to properly size the WAN accelerator cache.

Finally, the use of multiple WAN accelerators is a good design solution in terms of High Availability (HA).
Even if only one WAN accelerator can be assigned to a given customer, the presence of additional servers
eventually allow to quickly reconfigure all customers linked to a failed WAN accelerator to use another one.

WAN accelerator networking

Additional firewall rules are required to correctly deploy and manage WAN accelerators:

Port Destination Description

53 Allow accelerator
(DNS) to use internal dns

IPv4TCP/  WAN_

* Domain_controllers
UDP accelerators -

Veeam Installer from VBR

IPv4TCP  VBR_Server WAN_accelerators 6160 tWAN accelerator

Veeam Transport from VBR
t WAN accelerator

Veeam WAN Control fro VBR
to WAN accelerator

IPv4TCP | VBR_ Server * WAN_accelerators 6162

IPv4TCP | VBR_Server * WAN_accelerators 6164

Gateways transfer data

IPv4TCP | VCC_gateways WAN_accelerators 6165 o WAN accelerator

2500-  Gateways transfer data
5000 to WAN accelerator

2500- VBR transfers data
5000 to WAN accelerator

49152—  Veeam RP from VBR
65535 tWAN accelerator

IPv4 TCP/ M 137- Veeam SMB share access fro VBR
UDP VBR_Server WAN_accelerators 139 o WAN accelerator

Pv4TCP | VCC_gateways @ * WAN_accelerators

Pv4TCP VBR_Server * WAN_accelerators

Pv4 TCP VBR_Server * WAN_accelerators

You can disable the last rule and enable it only when a new Veeam component needs to be installed
or upgraded because Veeam uses SMB shares to deploy the installer packages into remote Windows
servers like WAN accelerators and Windows-based repositories.
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WAN accelerator deployment

The deployment and configuration of a WAN accelerator component is a simple and quick process.
When starting the wizard to deploy a new WAN accelerator, select the corresponding Windows server
and accept the default values. If needed, you can increase the number of streams a second time to
increase the utilization of the WAN accelerator:

Server

b (Choose a serverto install WAN accelerator components on. You can only select between 64-bit Microsoft Windows servers
added to the managed servers tree in the console.

Choose server:
[ wan1.doudconnect local

Description:

Tafcoot - 615 [
TCP/IP port to use for data transfer. Ensure this port is open in any firewall between sites.

Ses 5

Using muitiple upload streams helps to fully saturate WAN links.

< Previous | Next > | Finish || Cancel

3.10: Choose a server to install WAN accelerator

The cache is placed in a dedicated disk, so any disk consumption problem will not affect the OS partition:

Cache

b Specify location and size of the global cache used by target WAN accelerators to cache recuming data blocks. The specified
amount of disk space will be alk i ly for each Aarget WAN | pair in many-to-one deployments.

=

Capacily Free
@c 337GB 293GE
@E\ 1333GE 199.8GB |

O

C—
‘We recommend at least 10GE per each operating system used in the environment. Larger cache
improves data reduction ratio, but requires faster storage.

[ <Prvioss | [ Net> || Fush || Caned

3.11: Configure WAN accelerator cache

After the configuration of the two WAN accelerators is completed, they will be both listed in the
corresponding section of Veeam Backup & Replication and be ready to use.
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Cloud repositories

As suggested previously, it's preferred to use a Windows or Linux server as a backup repostory so a
proper Veeam data mover service can be deployed on the repository machine itself. With this service
properly deployed and running, all read and write operations are delegated to this service and all the
available compute resources can be used by the data mover deployed locally on the backup repository.

SMB shares are completely supported by Veeam Cloud Connect, but even in this scenario, it's
advisable to deploy a dedicated Windows machine that will act as the gateway server (not to be
confused with a cloud gateway) to directly communicate with the SMB share. The data mover
will be deployed on this machine and not on other systems, especially the Veeam backup server,
which should be only used as a management console:

Share

—
E+ Type in UNC path to share imapped drives are not supported), specify share access credentials and how backup jobs should
% write data to this share.

Name Shared folder:

[\\emb'\share | [ Browse...
Type

s s
'é% Credertials

R Manage accounts
Mourt Server
Review

Gateway server:
Apply

O Automatic selection
@) The following server:

|vhr.dnudconnecth:d (Backup server) w
|se this option to improve peformance and reliability of backup to a NAS located ina
remote site.

| < Previous | | Next > | Finish Cancel

3.12: Select a dedicated gateway server for SMB shares
This server will ultimately act like a proper repository machine.

There are several design choices for a backup repository, and to list them all here will be simply
impossible because many will be surely left out. Instead, this guide will describe two options: a
Windows Server and a Linux Server, both with local storage. This is not intended to suggest these are
the best storage solutions; it is mostly an example to better describe the process of adding a backup
repository to the Veeam Cloud Connect infrastructure.
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Linux Backup Repository

server name repol.cloudconnect.local
IP Address 10.10.110.51

Operating System CentOS Linux 7.0

Installed components none

vCPU 4

RAM 8Gb

Disk 20 Gb, OS disk

Disk 1 Tb, Backups disk

Networking is easy to manage for a Linux repository because only a control port is required:

Proto Source Port Destination Port Description
IPv4TCP/ | Linux_ N Domain controllers 53 Allow repositories
ubpP repositories - (DNS) to use internal dns

Veeam VBR connects

IPv4TCP | VBR_Server * Linux_repositories 22 . o
to Linux repositories

IPv4TCP | VCC_gateways | * Linux_repositories 2500- | Gateways transfer data

5000 to Linux repositories
N : L 2500- | VBRtransfers data
IPv4TCP | VBR_Server Linux_repositories 5000 olinuEpediones

The entire management of a Linux repository is done using SSH. Because of this connection, the Veeam
Backup & Replication server deploys a runtime component every time that starts the Veeam Data
Mover using Perl (the only other requirement together with SSH), then transfers data using the usual
Veeam ports 2500 to 5000.

Once the Linux server is added among the managed servers, the configuration of a new repository
follows the usual process.

NOTE: Starting from CentOS 7.0, together with SSH and Perl you need to install manually also Perl-Data-
Dumper. You can do so by running yum install Perl-Data-Dumper
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c::+ Server
t:tj (Choose server backing your repesitory. You can select server from the list of managed servers added to the console.
 S—]
Name: Repository server:
[repo 1.dloudconnect Jocal v| [ AddNew... |
Type
o S e | [P |
@ /boot (/dev/sdal) 4967 MB 331.8MB
T @ /run/user/0 {mpfs) 7823MB  7823MB
@ /dev (devimpfs) 38GB 38GB
Mount Server @ /un {mpfs) 38GB 38GB
@ /dev/shm fmpfs) 38GB 38GB
Review @ /sys/fs/caroup tmpfs) 38GB 38GB
@/ (/dev/mapper/centos-oot) 175GB 164GB
Aoply @ o] e s ] i35G 135G
<Previous | | Next> Frish | | Cancel

3.13: Select the path to be used as a backup repository

Managing the ingestion rate of the repository is an important configuration aspect of the repository:

Location
Path to folder:
[/mntrepo1/backups | [ Browse.. |

T == =

—
W= Freespace: 1023.5GB

Load control
Running too many concument tasks against the same repository may reduce overall performance,
and cause |/0 operations to timeout. Control storage device saturation with the following setfings:

7 Li ; -
Limit maximum concurrent tasks to: n
] Limit read and write data rates to:

Click Advanced to customize repository settings:

[ <Prvioss |[ MNet> || Fush || Canca |

3.14: Configure path and load control

A typical Veeam Cloud Connect customer will be limited by the upload bandwidth that is available; this
will be the main bottleneck in most of the use cases. However, this does not mean it will be the primary
bottleneck for the service provider: Because the service provider is accepting several concurrent
connections, the number of concurrent tasks connecting to the repository could be notable.
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For this reason, a service provider needs to check the performance of a given storage solution, and
configure the limits for concurrent tasks and/or data rate accordingly beforehand. On the other hand, a
service provider needs to have room for enough concurrent connections so that customers do not end
up waiting for available resources for their jobs.

Because vPower NFS is not supported to date in Veeam Cloud Connect, a service provider can safely
disable the configuration of this component during the repository creation wizard and complete it.

Windows backup repository

server name repo2.cloudconnect.local
IP Address 10.10.110.52

Operating System Windows Server 2012 R2
Installed components Veeam Backup Repository
vCPU 4

RAM 8Gb

Disk 40 Gb, OS disk

Disk 1 Tb, Backups disk

Networking requires a few more ports in order to manage a Windows repository,

compared to the previous Linux repository:

Source Destination Description
Pua TCP/ Windows_ * Domain_controllers >3 Allow repos to us intern
ubp repositories - (DNS) P
IPv4TCP | VBR_Server * Wmdgw;_ 6160 Veea Instal from Wind repos
repositories
IPv4TCP  VBR_Server * Wlndgwg_ 6162 Veea Trans from Wind repos
repositories
Windows 2500-
* — .
IPv4TCP  VCC_gateways P — 5000 Gate transf data t Wind repos
IPv4TCP  VBR_Server * Wmdgw;_ 2500~ VBR transf data t Wind repos
repositories 5000
N Windows_ 49152- :
Pv4TCP  VBR_Server P — 65535 Veea from Wind repos
IPv4 TCP/ N Windows_ 137- ,
UDP VBR_Server repositories 139 Veea SMB acce VBR Wind repos
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You can disable last rule and enable it only when a new Veeam component needs to be installed or
upgraded because Veeam uses SMB shares to deploy the installer packages into remote Windows
servers like WAN accelerators and Windows-based repositories.

Once the Windows server is added among the managed servers, the configuration of a new
repository follows the usual process.

:+ Server

E’:j Choose server backing your repository. You can select serverfrom the kst of managed servers added to the console.

 —

Mame Repository server:

Type

o : Pt Free | [ Pomte |

@c 35.7GB 280GB

Repostory { 150 1023.9GB 1023.7GB :

Mourit Server

Review

Apply

[ <Prvios | [ MNe> || mos Cancsl

3.15: Select the path to use as a backup repository

Again, as in the Linux repository, managing the ingestion rate of the repository is an important
configuration aspect of the repository:

EZI Type in path to the folder where backup files should be stored. and set reposttory load control options.
=
Name Location
= Path to folder-
Server === (Capaciy: 10239 GB
= [_Popusic |
CRwoawy T e 107G
Mount Server el
Revi and cause 10 operations to fimeout . Conirol storage device saturation with the following settings:
[¥] Limit madmum concument tasksto: |10 3:
Apoly [ Limi read and wike deia rafes to: %] mess

Click Advanced to customize repository selfings

[ <Pevioss || Net> || 7o [ Coned |

3.16: Configure path and load control
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Finally, because vPower NFS is not supported to date in Veeam Cloud Connect, a service provider can safely
disable the configuration of this component during the repository creation wizard and complete it.

C:+ Mount Server
E"® speciy 2 serverto mount backups to for fiedevel restores. vPower NFS service allows for running virtual machines directy from
% backup files, enabling advanced funclionaly such s Instant VM Recovery, SureBackup and On-Demand Sandbox.

Name Mount server:

[repo2 coudcomectioca

] Enable vPower NFS service on the mount server fecommended)

Browse.

3.17: Disable vPower NFS

Once the backup repositories are deployed and configured, Veeam Cloud Connect
is ready to consume for backup services.
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Reference design for replication services

This chapter describes a complete Veeam Cloud Connect Replication deployment at a service provider.
By impersonating a provider willing to offer DRaa$,, you will design and deploy all necessary servers,
networks and network rules in order to run Veeam Cloud Connect Replication.

Cloud hiosts
[=]=[=]=]
ﬁﬂ [=]=]=]=] == [=1=]=]=]
-
- - - == o=
Tenant1
gl v [ [ [ o
L e
= o -
Tenant2 ~  TTTTTTmmTTTTT * m
-
Ml . 5P
Tenant 3

4.1: Veeam Cloud Connect Replication overview
The virtualized environment

In order to offer replica resources for a DRaa$ solution, a service provider needs to build and connect
to Veeam Cloud Connect a virtualized environment, based on one of the supported hypervisor
technologies: VMware vSphere or Microsoft Hyper-V. Veeam doesn't perform any conversion between
the two supported platforms, so it can be a good choice for a service provider willing to onboard more
customers to have both the platforms available for his customers.

NOTE: In this book, replica resources will be offered using only a VMware vSphere platform. Even if many concepts
can be applied also to Microsoft Hyper-V, please refer to the official Veeam User Guide for more information.

vSphere environment

To serve customers, the service provider builds a VMware vSphere environment. There are so many
possible configurations and options, that it would be impossible to suggest the best one. Every
VMware architect can design and deploy a working vSphere solution that is in line with the business
requirements of the service provider he works for.
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Few notes however can be listed as suggestions:

- Evenif Veeam Cloud Connect can work with single hosts, the correct choice for a true DR
environment should be a proper cluster, with all the necessary redundancy in place (shared storage,
HA, DRS). This is to avoid that any problem to a single host can interrupt the entire service.

+ Veeam Cloud Connect uses Veeam replication technology to create replica VMs in the DR environment.
What's important in order to guarantee a complete compatibility between the tenant's production
environment and the Veeam Cloud Connect platform is not the version of vSphere, but rather the virtual
hardware of the replicated VMs. As long as the version of vSphere the service provider uses can accept VMs
created in the tenant’s vSphere environment, any combination of vSphere versions between the two sites
is accepted. Obviously, in order to guarantee the best compatibility, a service provider should use the latest
version of vSphere. As of today, Veeam Cloud Connect supports vSphere 6.0.x.

« Ifavailable, use distributed switches. Veeam Cloud Connect supports both standard and distributed
switches, and Veeam Cloud Connect configures new port groups automatically in both scenarios.
However, distributed switches are easier to manage on large infrastructures.

Service account

Veeam Backup & Replication needs to connect to the vSphere environment in order to create new VM's,
port groups, and other activities. During the setup of the vSphere environment in the Veeam console:

ADD SERVER x

Select the type of server you want to register with backup infrastructure. All registered servers
can be found under the Managed servers node on the Infrastructure tab.

VMWARE VSPHERE
Em Adds vCenter Server (recommended), or standalone vSphere Hypervisor (ESX/ESXI).

4.1: Add VMware vCenter server
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a credential to connect and operate on vCenter is required. A dedicated account for Veeam Cloud
Connect should be created in the vSphere environment:

vmware* vSphere Web Client =

I
&5 vCenter Users and Groups

~ Access Control
Roles
Global Permissions
+ Single Sign-On
Users and Groups
Configuration
+ Licensing
Licenses
Reports
~ Solutions
Client Plug-ins
vCenter Server Extensions
+ Customer Experience Improvement
Customer Experience Improvement..
~ Deployment
System Configuration >

Users | Solution Users  Groups

Domain: |vsphere.|0ca| |v|

+ 7 X @

Usermn First Mame
New User |

krotgrrsFReReELOC ..

Administrator Administrator

KIM

waiter-e7a6e290-79b... waiter

4.2: Add a new user in vCenter Server

vsphere local

e7abe290-79b0-45b...

New User

Enter values for this user, including the password.

sername:

Password:

Confirm password:

First name:
Last name:

Email address:

Description:

cloudconnect

User dedicated to
conneclions coming from
Veeam Cloud Gnnned_|

. oK

] [ Cancel

4.3: Create a dedicated account for Veeam Cloud Connect in vCenter server
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With this dedicated account, it is easier to filter logs and identify activities belonging to Veeam Cloud
Connect in vCenter, so problem solving should be easier. Additionally, it is extremely easy to disable any
access of Veeam Cloud Connect to the vSphere environment, if needed, by simply disabling this user.

Once the user is created and is added to the vCenter Administrators group, the user can be configured
in Veeam when registering the vCenter server itself:

+ Credentials
% Select server administrator’s credentials. if reguired, specify additional connection settings including web-service port number.

r Select an account with local administrator privileges on the server you are adding. Use
?% DOMAINNUSER fomat for domain accounts, or HOSTWUSER for local accounts.

Credentials: |74 cloudconnect@vsphere.local (cloudconnecté v| [ Add. |

Manage accounts

Diefault VMware web services port is 443. F connection cannot be established. check
for possible port customization in the vCenter Server or ESX(j) server settings.

=

[ <Pevious | [ MNet> || Fush || Cancal

4.4: Specify dedicated user account to connect to vCenter Server

The registration process is correctly completed, and vCenter is added to the managed platform:

+ Summary
% “You can copy the configuration information below for fulure reference.
Name Summary:
iMware vCerter Server ‘vesa cloudconnect Jocal was successfully created.
Credentials Host info: WMware vCenter Server 6.0.0 build-3634734
(Connection options:
I | et s
Port: 443
Previous | MNexd || Finish | | Cancsl
4.5: vCenter is added to Veeam Backup & Replication
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Target Veeam proxies

Veeam Cloud Connect leverages Veeam replication technology to create replica VMs at the DR site.
For this reason, a Veeam Cloud Connect environment offering replica resources to tenants not only
needs to have a virtualized environment, but also needs one or more Veeam proxies to be used as
targets of the replica process.

Outside of the general rules for Veeam replication best practices and the information in Chapter 2,
there are some additional notes in regards to target proxies deployed in Veeam Cloud Connect:

« Among the possible transport methods, hotadd is probably the best suited for Veeam Cloud Connect. For
this reason, one of the best choices to deploy target proxies is to have them as VMs running on top of the
service provider’s virtualized environment.

« The amount of necessary proxies vary based on the amount of concurrent replicas the service provider is
going to receive. Please refer to Chapter 2 for concurrency considerations.

- Regardless of a given target proxy’s processing slots, a service provider should deploy multiple
proxies also to guarantee operation continuity should one proxy fail.

Networking

Outside of the virtualized platform, there's a complete range of additional hardware resources that a
service provider has to setup in order to guarantee Veeam Cloud Connect operates properly.

In particular, two components are of interest for Veeam Cloud Connect.
VLANs

Veeam Cloud Connect guarantees multi-tenancy at the network level using VLANSs. Each port group
created for any service provider is tagged with a unique VLAN ID so communications between port
groups, VLANs and networks are only possible by traversing a network extension appliance and thus
are regulated. Veeam Backup & Replication, upon creating a new network for a tenant, automatically
Creates a new port group on the selected virtual switch and sets a VLAN tag. The available VLAN IDs
need to be configured in advance both in Veeam Cloud Connect:
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Conrfiguration

Specify VLAN ranges with and without Intemet access. Tenants
will be assigned next available VAN from the pool automatically.

Host or cluster:
|VCCR Cluster
Virtual switch:
|um—d1rs

WLANs with Intemet access:
o 0

WLANs without Intemet access:

ERSPYCN:

4.6: Configure VLAN pool settings

In the example, the service provider has a vSphere cluster named VCCR Cluster. There is a distributed
virtual switch named vcc-dvs, and VLANs 112 to 149 have been already configured in the hardware
switches on the uplinks registered in the distributed switch. No routing has been configured between
the VLANSs so this property will be exclusively managed by Veeam network extension appliances.

Two settings control the way NAT is applied to VMs belonging to a given VLAN:

+ "No Internet"/"With Internet" toggles Source NAT. VMs belonging to a VLAN "With Internet"
can reach internet.

+ "Public IP" setting enables Destination NAT. Both VMs belonging to "No Internet" and
"With Internet" VLANSs can be reached from internet if a Public IP publishing rule is created.

This two settings are independent from each other, so that service providers can satisfy
different customers needs.
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Public IPs

During a full failover, replicated VMs are powered on and need to be reached from the outside so that a
tenant can consume their services. All communications happening in a failover are managed by Veeam
network extension appliances; in order to be reached from internet and to allow failed over VMs to
reach the internet, an NEA acts like a firewall or gateway. To do so it needs to have a public IP loaded on
its external interface. Just like VLAN pools, public IPs are not manually assigned to each tenant; instead,
whenever an additional public IP is needed, Veeam Cloud Connect uses one of the available IPs that
have been pre-loaded into the configuration:

Public |P addresses:

|P address
185.62.37.102
185.62.37.103

185.62.37.104
1656257105

185.62.37.106
185.62.37.107

4.7: Public IP pre-loaded in Veeam Cloud Connect

Service providers can consume public IPs coming from different pools, as long as the external interface
of an NEA is connected to the right VLAN where this public IP can be used.

Public IP's or NAT-ed IP's

When Veeam Cloud Connect v8 was first released, only backup services were available. For this solution
to work, cloud gateways could have been published either loading public IPs directly in their network
interfaces or using NAT (network address translation) technologies, cloud gateways were using non-
public IP addresses, and an external component like a firewall would have published the TCP ports
needed to expose cloud gateways to the public internet.

This is still the case for backup services in Veeam Cloud Connect v9, but in order to correctly publish
replica resources, it is highly recommended to load public IPs on both cloud gateways and NEAs.
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There are two main reasons to do so:

- Cloud gateways and NEAs need to be able to communicate during a partial failover. If one of the
two is behind a NAT system, the NAT device itself hides the real IP of the device. However, because
DNS resolution is also in place, a service provider needs to build a complicated solution to hack DNS
in order to correctly resolve Veeam Cloud Connect resources via their NAT-ed IPs, instead of the real
ones. Simply using public IPs with no NAT makes this configuration much easier.

- Tenants can execute a full failover by themselves by accessing the Veeam Cloud Connect Portal.
When at least one public IP address mapping rule is created, a service running in a VM is published
on the outside using one of the public IPs assigned on the external interface of the NEA. Actually,
any IP would be usable in this situation, like in this example:

Public IP Address Mapping Rule -
Replica VM.
|snr03 | | Add VM |
Public IP address: Part:
198511003 v | [esse [
Intemal IP address of replica VM: Port:
172.1752.36 v][3389 [£
Description:
Public IP for snv03|

oK || cancsl

4.8: A public IP address mapping rule using a non-public IP address

The public IP address 198.51.100.3 is a special subnet dedicated to create documentation and examples, but
it can be compared with an internal IP used in a DMZ network, like 192.168.0.3. None of these IPs is reachable
over internet. If a tenant attempts a failover using this configuration at the service provider, the service
provider itself will need an additional NAT rule to publish the internal IP used in the NEA using a real public

IP, like 185.62.37.102. The problem is that the customer can be confused because the Veeam Cloud Connect
Portal suggests the user to reach his virtual machine over the IP address loaded in the NEA:
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Veeam®

CIOUd Connect Portal veeamon Sign out

(B scssions HisTorY
S
NAME STATUS CREATED + FINISHED
@ .
v ecommerce © 11/9/2015 05:12:3... 11/9/2015 05:14:1...
Validating VM 1

Processing failover to restore point 4 days ago (3:30 PM Thursday 11/5/2015) for VM ecommerce
Reverting VM to the restore point

Powering on VM

Processing full site failover settings

Initialized network 192.168.11.0/24 (veeamon network 1 (internet)), internet access is enabled
Enabled public endpoint 192.168.100.51:80 for service 192.168.11.112:80 () -
Failover to restore point 4 days ago (3:30 PM Thursday 11/5/2015) executed successfully for VM ecommerce

v E-Commerce DR to VCC V] 11/9/2015 05:12:3... 11/9/2015 05:14:1...

Job started at 11/9/2015 5:12:35 PM

Building VM list.

setting up network extension for tenant veeamon, routing between networks is disabled
Processing: ecommerce

Failover plan executed, 1 VMs processed. Successes: 1, Warnings: 0, Errors: 0.

Job finished at 11/9/2015 5:14:19 PM

4.9: Failover plan using a non-public IP

This IP address (192.168.100.51) loaded in the NEA is not a public IP, and so the customer cannot reach
his VM unless the service provider advises the tenant to use the public IP that for example a firewall is
using to publish the NEA on the internet.

This scenario is a major complication in both the network design and the level of automation that

can be possibly reached. The NEA is a hardened Linux system, exposing to the outside just the ports
that the customer or tenant has configured in his failover plan. No additional protection or routing is
needed on the external interface of the NEA. If a service provider desires to have additional control, he
can deploy an external firewall working at L2 (Layer2) and thus be totally transparent to the network
configuration of a NEA or use the firewall to also be the router of the NEA's public IP.
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Veeam Cloud Connect Replication deployment

A service provider can decide to offer only replication services or to extend existing backup services by
adding replication. This is the scenario of a service provider upgrading Veeam Cloud Connect from v8
to v9, and it's the scenario we will show in this guide.

For this reason, the starting point of the architecture of Veeam Cloud Connect replication is the one described
in Chapter 3. Here, we will add the additional components needed to realize the replication service.

Again, this book will start from the design of the overall infrastructure. This is paramount in order to
better understand the relationships between the different components of Veeam Cloud Connect,
network ports and services, and how they communicate between each other.

So, the first activity is the creation of the following network diagram. This diagram is specifically about
Veeam Cloud Connect Replication, but it shares different components with backup services.

Veeam Cloud Connect Replication

Service and Network diagram

Veeam
Full Failover: Network Extension Appliance
NEA external interface is reached directly via Internet
< —{ — — = — e — e — e —
Partial Failover:
NEA external interface is reached via Cloud Gateways
R —  — " — " — " — " — - —-—-—-— - — e
| ! to TCP/22
|
| | Enterprise Manager
|
ul
i i = Portgroup
! i = with VLAN
TCP/443 | |
| s —_— - — - — - — - . — bl Cloud Portal (Microsoft 115)
I TCP/6443
! i
| ! Restful APT
L | TCP/9399 and 9398 Vs VMware
| i
| ’/
' to UDP/1195 - 1197 .. i = Enterprise Manager Service 7
| i o TCP/9394 s
i =l .
. . 2 %o ESXi hosts
| i al -7 TCP/443 - 902
i = v :
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| i Zi Veeam Backup & p 1
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i 2! F] ; L
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. i i (== 7 i
i |, _[Veean Backup Service i !
! I Yeean Backup Serv] S o TR !
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™ to TCP/6169 :
e |Veean Cloud Gateway Service [<—-—:—-—- ST ; i vCenter i
Veeam Cloud Comnect Service s - |
TCP-UDP/6180 CE Bioe. il conectibne ! VeeanCloudSvc. exe iEm i
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Lem; |veean pata Mover Service o — | B «
VeeanTransportsvc, exe <3 - - Tadadibl T I |
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4.10: Veeam Cloud Connect Replication diagram
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Based on the network diagram, deploy the additional components needed to create a Veeam Cloud

Connect Replication service:

Veeam Cloud Connect Replication

Service and Network diagram
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4.11: Veeam Cloud Connect Replication servers diagram

Following the initial deployment of Veeam Cloud Connect Backup, you now have to add different

components: the vSphere environment and the new proxy servers.
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vSphere environment

To receive replicas of VM, deploy a new and dedicated vSphere 6.0 environment, built with several ESXi
nodes and a vCenter appliance.

server name esx1.cloudconnect.local
IP Address 10.10.51.11

Operating System VMware ESXi 6.0

CPU 12

RAM 128 Gb

server name esx2.cloudconnect.local
IP Address 10.10.51.12

Operating System VMware ESXi 6.0

CPU 12

RAM 128 Gb

server name esx3.cloudconnect.local
IP Address 10.1051.13

Operating System VMware ESXi 6.0

CPU 12

RAM 128 Gb

server name esx4.cloudconnect.local
IP Address 10.10.51.14

Operating System VMware ESXi 6.0

CPU 12

RAM 128 Gb
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The four nodes are grouped into a vSphere cluster where a shared storage is available and visible to all

nodes. Also, HA, vMotion and DRS are enabled, so that a failure in one of the nodes doesn't interrupt

the cluster itself and the replication services can continue.

[J) VCCR Cluster | Actions ~

J Summary | Monitor Manage Related Objecls

VCCR Cluster

Total vMotion Migrations: 9

2 &

Total Processors: 48

CPU

USED: 3.60 GHz

MEMORY

USED: 110.02 GB

STORAGE

USED: 952,24 GB

FREE: 97.15 GHz

CAPACITY: 100.75 GHz

FREE: £01.84 GB

CAPACITY: 511.87 GB

FREE: 8.68 TB

CAPACITY: 781 TB

* Cluster Resources

|:|| ~ vSphere DRS

Hosts 4 Hosts

Total virtual flash resources 0.00B

EVC mode

Intel® “Ivy Bridge™ Generation

Balanced

Migration automation level:

[’ Virtual SAN Health

Migration threshold:

[ * Virtual SAN Performance

* Tags

¢ Update Manager Compliance

G ) o

I:|| Power management automation level: OfF

Fully Automated
Apply priority 1,
priority 2, and
priority 3
recommendations

4.12: The vSphere cluster

The cluster is managed by a vCenter appliance:

VCSA

+ | DRS recommendations: 0
m}
| DRS faults: 0
v Virtual SAN Capacity O
0TE 7.20 TB
7] used B884.43 GB
[ ] Free 6.33TB

server name vcsa.cloudconnect.local
IP Address 10.10.51.30
Operating System SUSE Linux Enterprise 11
vCPU 4
RAM 12Gb
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Finally, the networking part: In order to manage networking on the virtualized environment better, a
distributed switch has been created:

'l

’g DPG-management 'ﬂ1 (v vec-dvs-DVUplinks-22 0«
VLAN ID: 51 v & Uplink 1 (4 NIC Adapters)
¥ VMkernel Poris (4) T vmnic2 esx3.cloudconnectlocal 0
vmk0 : 10.10.51.11 ©O-C=| |dOH vmnic2 esx2.cloudconnectiocal @
vmk0 : 10.10.51.13 o CJ—  vmnic2 esx1.cloudconnectlocal @
vmk0 : 10.10.51.14 O-C| O vmnic2 esx4.cloudconnectiocal @
vmk0 :10.10.51.12 i 1o v Uplink 2 (4 NIC Adapters)
*firtual Machines (8) T vmnic3 esx3.cloudconnect local 0
: . — ]~  vmnic3 esx2 cloudconnectlocal @
é - = LiJ ]~  vmnic3 esx1.cloudconnectlocal @
VLAN 1D: 111 — | |~  vmnic3 esxd.cloudconnectiocal @
* irtual Machines (4) b
2, DPG-vec_public 0 )
VLAN ID: 6
¥ Virtual Machines (3)
gtw1 PO |
gtw2 POC
gtw3 POC

4.13: Networking in the vSphere environment

Fach ESXi host has 2 * 10 Gb uplinks, connected to the physical switches where the different VLANs are
terminated. There are some notable port groups, tagged with VLAN IDs:

« Management (id 51): This is the management network where vCenter, Veeam Backup & Replication
and other management machines are deployed. The network is 10.10.51.0/24, vlan id is 51.

« vecc_public (id 6): This is the network where the public IPs are published. Here there are the three external
interfaces of the cloud gateways, and here the external interfaces of the NEAs will be connected.

Any additional port group assigned to a tenant will be created directly over this distributed switch, and
a unique VLAN ID will be assigned to it.
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Veeam proxies

In order to receive replication data from a tenant, at least one proxy is needed. This proxy needs to be
able to talk with its controlling VBR server, the vCenter server and all the ESXi hosts. To increase the
availability of the service, deploy two proxy servers. Any service provider should consider carefully how
many proxies are necessary based on the specific design of the environment.

PROXY1

server name

proxy1.cloudconnect.local

IP Address

10.10.110.101

Operating System

Windows Server 2012 R2

Installed components

Veeam Proxy

vCPU 4
RAM 4Gb
Disk 40Gb

PROXY2

server name

proxy2.cloudconnect.local

IP Address

10.10.110.102

Operating System

Windows Server 2012 R2

Installed components

Veeam Proxy

vCPU 4
RAM 4Gb
Disk 40 Gb

Proxies need to communicate with the different components: ESXi hosts and vCenter, Veeam Backup
& Replication server, cloud gateways, WAN accelerators. For this reason, you should add firewall rules
between the different networks.

NOTE: Some additional aliases have been added to the central firewall: Proxies: 10.10.110.101, 10.10.110.102
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Proto Source Destination Description

IPv4 TCP/ Proxies N Domain controllers 53 Allow accelerators

UbP - (DNS) to use internal dns

PVATCP  VBR Server | * | Proxies sy | el
VBR to Proxies

IPvATCP | VBR_Server * Proxies 6160 | VeeamTransportfiom

BR to Proxies

2500-  Gateways transfer data

IPv4TCP | VCC_gateways Proxies 5000 to WAN accelerators

IPv4TCP | VBR_ Server * Proxies ?ggg_ VBR transfers data to Proxies

) 49152— .
Pv4TCP VBR_Server * Proxies 65535 Veeam RPC from VBR to Proxies
IPv4 TCP/ M 137- Veeam SMB share access from
UDP VBR Server WAN_accelerators 139 VBR to WAN accelerators

You can disable the last rule and enable it only when a new Veeam component needs to be installed or
upgraded because Veeam uses SMB shares to deploy the installer packages into remote Windows servers.

Once all the different firewall rules are in place, service providers can deploy the proxy component on
the different proxy servers:

Choose server for new backup proxy. You can only select between Microsoft Windows servers added to the managed servers
which are not proxies already.

|Nﬂl>

4.14: Install a new Veeam proxy
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You should leave all the configuration parameters as the default ones; transport mode specifically
should be left as automatic because the proxies are VMs and they will use hotadd mode, which is the
preferred mode for a target proxy. However, leaving automatic selection on allows for the usage of
network mode as a failover option should something not work for the hotadd mode.

Traffic rules are also left empty, as any bandwidth management is done directly by Veeam Cloud
Connect when configuring a tenant.

One last step must be done once the different Veeam proxies have been deployed: By default, the
Veeam Backup & Replication server itself is also configured as a proxy.

EE
=
Add Edit

Proxy = Proxy

Manage Proxy Upgrade

EACKUP INFRASTRUCTURE QL Type in an abject name to search for
E Backup Praxies NAME TYPE HOST 4 DESCRIPTION
E Backup Repositories E proxyl.cloudconnectlocal  VMware proxyl.cloudconnect.local
Eﬁ Scale-out Repositories E proxy2.cloudconnectlocal  VMware proxy2.cloudcennectlocal
£a WAN Accelerators E VMware Backup Proxy VMware vbr.cloudconnect.local Created by Veeam Backup & Replication
@ Service providers
4 & SureBackup
14 Application Groups
ok, Virtual Labs

4 QiE'-] Managed servers
b &l VMware vSphere
[F= Microsoft Windows

E;'_\ Linux

4.15: List of available Veeam proxies

To guarantee that replication traffic follows the designed path from cloud gateways to WAN
accelerators and proxies, you have to disable the default proxy role installed in Veeam Backup &
Replication server or even choose to remove the role completely.
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Cloud Connect operations

Once all the different components have been installed and the network is correctly configured, it's time
to start using Veeam® Cloud Connect.

In this chapter, our fictitious service provider will configure Veeam Cloud Connect, create tenants, and
start offering Cloud Connect services to his users.

Initial setup

Once the entire infrastructure needed for Veeam Cloud Connect is deployed and configured, it will be
time for the service provider to configure the Cloud Connect environment itself.

License

The first operation the service provider has to complete is to obtain and install the correct license to
enable Cloud Connect. This step is required to be able to deploy the different components of Cloud
Connect, so it should be the first activity when deploying Cloud Connect.

Once the service provider obtains a license, the license file needs to be loaded into Veeam Backup &
Replication™ or, if it's installed, load it into the Enterprise Manager, as this component pushes licenses to all
the registered Veeam Backup & Replication servers. To do so, select “Configuration”from the main page of
Enterprise Manager, then “Licensing,’and finally the "Change License" button. Once you have loaded the
correct license file, the license screen in the Veeam Backup & Replication server should look like this:

License Information x

Status

Vaid (30 days uniil expiration)
License type

Rental
Licensed to

Veeam Software

Contact person
Luca Dell0ca

Edition
Enterprise Plus

Cloud Connect Provider
Yes

Support ID
DO000000

Support expiration date
6/20/2016 (90 days left)

Protected VMs
0

Cloud Connect (Backup)
100 (0 used)

Cloud Connect (Replica)
100 (0 used)

] Update license key automatically Update now

Licensed Hosts Insiall License OK

5.1: Veeam Cloud Connect license
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Important: The service provider needs to have the proper licenses for Veeam Cloud Connect VMs to offer
Backup as a Service (Baas), and Veeam Cloud Connect Replication VMs to offer Disaster Recovery as a Service
(DRaa$). This book will not go into details about licensing and the auto-update features, so please refer to the
User Guide for additional information.

Certificates

After the proper license is in place, the following configuration step is related to Certificates. Veeam
Cloud Connect is reached by end users via public internet, over a single TCP/UDP connection where
the endpoint is one of the cloud gateways.

The connection is protected with SSL certificates, thus the service provider has to obtain and use those
certificates so that the end users can verify the identity of the provider they are connecting to. Self-signed
certificates are intended primarily for test purposes, even if Veeam Cloud Connect offers that option. In a
production environment, a service provider should acquire and use a proper certificate, validated by one
of the Certification Authorities recognized by Windows OS. In this way, no alert or warning is raised upon
connection, and the trust between the service provider and his or her users is optimal.

To learn how to create and load SSL Certificate, please refer to APPENDIX A: SSL Certificates generation.
Create hardware plans

Parameters of backup resources are defined directly in the tenant options; however, for replica
resources Veeam Cloud Connect uses a different solution.

Hardware plans can be compared to mobile phone plans. Each plan is defined with a series of options,
and each customer/tenant subscribed to any given plan will receive that amount of resources. Every time a
hardware plan is modified, each and every tenant subscribed to the same hardware plan will be affected.

Even if hardware plans can be assigned to multiple tenants, we suggest service providers to create
dedicated hardware plans for each tenant. This way, whenever a single tenant requests a change in his
hardware plan, the change can be applied to his dedicated plan and no other customer is affected.

A hardware plan comprises the following resources in the service provider virtualization infrastructure:

« CPU — The maximum amount of CPU that can be used by all replicated VMs of a tenant subscribed
to a hardware plan when powered on at the service provider;

« Memory — The maximum amount of RAM that can be used by all replicated VMs of a tenant
subscribed to a hardware plan when powered on at the service provider;

Storage — A quota on a datastore (for VMware hardware plans) or a volume (for Hyper-V hardware
plans) that a tenant can utilize for storing replicated VMs;

- Network — The specified number of networks to which a tenant's VM replicas can connect. When
the service provider subscribes a tenant to a hardware plan, Veeam Backup & Replication creates
the corresponding number of network adapters (vNICs) on the network extension appliance that is
deployed on the service provider side.
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A hardware plan is created in advance in the dedicated section of Cloud Connect:

Name
E » Specify a name and description for this hardware plan.

Name:
[HWPenant1

Description:
I

- Previoiss || Nexd > || Firiish || Cancel

5.2: Create a new VMware hardware plan

We suggest service providers choose and adhere to a naming policy for their hardware plan. Itis
problematic to figure out which hardware plan is assigned to which tenant as the number of tenants
becomes significant. By using a dedicated naming policy (in our example is HWP- tenant_account_
name), it can be easier to filter hardware plans and identify the needed one.

Then, we select the vSphere cluster where the hardware plan will be created, and assign
CPU and Memory limits:

Host
Ei Specify the host or cluster where tenant’s replica WMs should be created.

Name

[ <Prvious || MNex> || Fusn | [ Cancdl

5.3: Specify cluster, CPU and Memory limits
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When creating a hardware plan, no changes are made in the virtual infrastructure at that time.
Dedicated resource pools (one per combination of tenant and Plan) will be created only when the
hardware plan is assigned to a tenant:

-

Navigator X (& Cloud_Connect Replication  Actions
1 Home O s v | Monitor Related Objects

w8 8 a

+ [Z)vcsa.cloudconnect local

Cloud_Connect_Replication

This pool/ Total
(3 VCCR-DC VMs and Templates:  0/1
~+ G VCCR Cluster Poweredon VMs: /0

B esx1.doudconnecilocal Child Resource Pools: 1/1
B esx2 doudconnect local Child vApps: o/o
B esx3.cloudconnectiocal

B esx4.doudconnecilocal

eplication

. - Resource Setfings Ol |~ Tegs EI.
+ @ HWP-tenant1_Tenant1
51 NEA-Tenantl » CPU Normal (4000) Assigned Tag Category Description
» Memory Normal (163840) This listis empty.
Edit Settings. .|

[ Resource Consumers

Assign...
5.4: Veeam Cloud Connect Replication resource pool
Under the starting resource pool, each new tenant with an assigned hardware plan
is mapped against a dedicated resource pool:
© HWP-tenant1_Tenant!  Actions ~ =r
J Summary | Monitor Manage Related Objects
HWP-tenant1_Tenant1 CPU FREE: 10.00 GHz
This pool / Total USED: 0.00 Hz CARACITY: 10.00 GHz
VM= and Templates: 1/1
MEMORY FREE: 12.00 GB
Powered on VMs: oo
Child Resource Pools: 040 USED-000B CAPACITY: 12.00 GB
Child vApps: oo
[+ Resource Settings I:I. ~ Tags E
~ CPU Aszsigned Tag Category Description
Shares Normal (4000} This listis empty.
Reservation Expandable
Limit 10 GHz

Worst Case Allocation 0.00Hz

~ Memory
Shares Normal (163840) T
Reservafion Expandable
Limit 12GB

Worst Case Allocation 0.00B

Edit Settings..,

5.5: Hardware Plan resource pool
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The resource pool clearly shows the limits for CPU and Memory that were configured during the
creation of the hardware plan (10 Ghz and 12 GB). Note that, since a hardware plan is identified by a
resource pool, a hardware plan cannot span over multiple clusters.

Then, one or more storage resources are assigned to the hardware plan:

EII Specify storage assigned to this hardware plan.
~
Storage:
Friendly name Datastore Quota Free Add..
Frer |
= tenart]  wvsanDs 500.0 GB 637TB

Name
Host
Metwork
Poply
Summarny

[ <Prviows | [ Net> || Fnsn | [ Caned

5.6: Assigned storage to a Hardware Plan

Using a shared datastore that is accessible by all the ESXi hosts, a storage resource is created. Service
providers can give it a "friendly name" to hide the real datastore name, and assign a quota. The quota
can be overcommitted, but in this case proper monitoring should be implemented, to guarantee
storage is not totally consumed, thus creating issues to the service.

Then, network resources are specified:

,
:;__I Specify network resources to assign to this fallover plan.
4
Name Networks
o Specify number of networks with Infemet access:
Specify number of intemal networks: 0
| Mewek
Aoply
Summary
Configure VLAN ID range
[ <Povios |[ Nets> |[ fnn | [ Caned

5.7: Specify network resources in the Hardware Plan
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Service providers will assign one or more networks to a tenant, selecting how many networks should
be with internet access, and how many should be internal. The difference between the two is the
possibility for the tenant to publish services hosted in a failed over virtual machine to the internet, but
only if the virtual machine is connected to a network with internet access.

A single network with internet access is the simplest configuration a service provider can create. More
complex designs can be done, closely replicating the environment of a tenant.

NOTE: A virtual machine in vSphere can have a maximum of 10 network interfaces, so the maximum
number of assigned networks is nine, as one interface is reserved for the external interface of the Network
Extension Appliance. This interface is not visible to tenants.

Once all the parameters have been configured, the hardware plan is configured and is ready to be
assigned to a tenant.

Customer creation and backup resources

Once the Cloud Connect infrastructure is completely configured, the license is in place and hardware
plans have been created (for replica services), a service provider can start to configure users and accept
their incoming backups or replicas.

In the Cloud Connect node, select "Add Tenant”to start the customer creation wizard. A username
and a password needs to be configured (manually or automatically generated), and a lease time can
optionally be configured, for example for trial purposes:

Tenant

i
('

alA

Usemame: |Tena'l1

Paseword: |IIIIII-I-I-

Description:

5.8: Create a new tenant
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A customer of the service provider is uniquely identified as a tenant, and thus can rent both backup
and replication resources, and connect to them with the same credentials. Both options are grouped
in the same section of the configuration process for this reason. In this first step, we are configuring
backup resources. We will also assign replication resources to the same tenant later.

The maximum allowed bandwidth can be configured for the tenant, or left unlimited:

Bandwidth

N
@@= Specify mepamum allowed bandwidih consumption by this tenant. or leave & unimited

Al

v

Tenant ] Limit available network bandwidthto: |1 21 IMB/s

5.9: Specify maximum allowed bandwidth

Note: This limit is an overall value for the tenant, regardless the number of backups or replicas are going to
be received by the service provider. The bandwidth available to one tenant is equally split between all tasks
performed by this tenant.

In the second step, at least one cloud repository needs to be configured. A user can have multiple
cloud repositories, for example with or without WAN acceleration, or stored on backup repositories
with different characteristics and price per GB:
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Cloud reposiory name:
|Uu|.||:||epuﬂoql1
Specify a friendly repository name that will be shown to the user.

Backup repository:
|repo2 )

= 1023.7 GBfree of 1023.9GB

U=er quota:

1o [

[ Enable WAN acoslerstion though the folowing WAN acoslerstor
| wan cloudconnect Jocal (

5.10: Configure a new Cloud Repository

The Cloud Repository is created and assigned to the tenant:

Backu

Cloud repositories:
Repostory  Friendly name: Quota Free WA
Cloud 1 1000GB 1023.7 GBfree of 1023.9GB__ war

|<P|ms|| Next >

5.11: Tenant list of backup resources

The service provider completes the wizard, and the tenant is ready to consume the assigned
backup resources.

At any point in time, the service provider can edit the tenant configuration, and modify any parameter.
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Backup and backup copy jobs

Once a customer has subscribed to Veeam Cloud Connect backup resources, he can start to consume
them immediately.

In the Veeam Backup & Replication installation on the customer site, the customer goes into the
backup infrastructure node, the service provider’s sub-node, and selects to add a new service provider:

CLOUD CONNEC S VEEAM BACKUP AND REPLICATION

HOME CLOUD CONNECT

+
a5 4 X
o
Add Service Edit Service Remove Service Manage Default
Provider  Provider Provider Gateways

Manage Service Providers

BACKUP INFRASTRUCTURE
Z & ADD SERVICE PROVIDER

& Backup Praies Enter the information your service provider gave you to connect to your doud resources.
= Backup Repositories
b £ Scale-out Repositories @ FIND SERVICE PROVIDER
£9 WAN Accelerators Search a directory of service providers that offer cloud repositories and cloud hosts for off-site backup and disaster recovery.
{7 Service providers
b g SureBackup

3 FE’] Managed servers

5.12: Add a service provider

In the first step, the customer inputs the DNS name configured with round robin by the service provider.
Unless the TCP port has been changed by the service provider, no additional configuration is needed:

+ Service Provider
C -\I Type in DNS name or IP address and a port number received from the service provider.  you are using more than one service
provider, add a custom description to more: easily distinguish between them.

] Mlow this Vesam Backup & Repiication installation to be managed by the sarvice provider

Select this check box  you have managed badap coniract with the service provider
you are adding, and want to allow i to manage your installation remotely.

5.13: Configure service provider DNS name and TCP port
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By hitting the "Next" button, Veeam Backup & Replication connects at the tenant side to one of the
cloud gateways based on the information retrieved from DNS, and checks the SSL certificate:

+ Credentials

— You have connected to service provider cc virtuaktothecore .com

Vesified by: CN=RapidS51 SHA?56 CA. 0-GeoTust Inc.. C=US

r Select credentials issued to you by the service provider
Credentials: I?&hnmﬂ (tenant1, last edited: less than a day ago)

5.14: SSL certificate is verified upon connecting to Veeam Cloud Connect

As explained in more details in Appendix A, the certificate is issued by a recognized Certification
Authority, so no security warning is raised. In the same step of the wizard, the customer will add the
username and password created for him by the service provider.

By hitting "Next" again, Veeam Backup & Replication logs into the Cloud Connect infrastructure with
the given credentials, and Cloud Connect returns the resources the tenant is entitled to consume:

+ Resources

Service Provider

5.15: VBR lists the resources a tenant is entitled to consume
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When the customer completes the wizard, the service provider is registered in the corresponding
section, and even more important the cloud repository is registered under the available backup
repositories of the tenant and can be used as a target for backup and backup copy jobs:

VEEAM BACKUP AND REPLICATION

=5 HOME BACKUP REPOSITORY

C 3 - == s =
% e [@ x = tu;’
L] iy = o
Add Edit  Endpoint Remove = Rescan Upgrade
Repository Repository Permissions Repesitery | Repository

Manage Repository Tools

BACKUP INFRASTRUCTURE |Q cloud| b4 ‘

B Backup Proxies NAME 4 TYPE CAPACITY FREE HOST PATH DESCRIPTION
& Backup Repositories = Cloud repository 1 Cloud 100,0 GB 100068  cevirtualtothecore.com \tenant] Cloud repository
I Ei Scale-out Repositories
£3 WAN Accelerators
£ Service providers
(5 SureBackup
(Z1 Managed servers

v v

5.16: Cloud repository is registered and ready to be used

A backup or a backup copy job is then configured in the same exact way, regardless of if the final destination
is a local repository on the tenant's premises or a cloud repository exposed via Veeam Cloud Connect.

The tenant configures a new backup copy job, selects the virtual machines he wants to protect off
site using Cloud Connect. And, when it comes to the selection of the repository, the only difference
compared to a regular job is that a Cloud Repository is selected:

Target

-w Specify the target backup repository, amourt of most recent restore poirits to keep, and retention policy for full baclups. You
IZI can use map backup funciionality to seed the backup files.

Job
Virtual Machines
100.0 GB free of 100.0 GB

Restore poinis to keep: |7 3:

- S| [&] [&] [
al
2 <[> [<]>] |<]2] (<[]

1

I(P:m” Next > |

5.17: Select a cloud repository as the backup copy job target
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Then, depending on the availability at the tenant's side of a WAN accelerator, the job can be configured
to leverage this capability or to use "Direct" mode:

Data Transfer
Choose how VM data should be transfemed from source to target badkap reposiory.

@ Direct

VM data will be sent directly from source to tarpet repository. This mode is recommended for
copying backups on-site. and off-sie over a fast connection.

) Through built-in WAN accelerators
VM data wil be sent to tamet repository through WAN accelerators that must be deployed in both
Source WAN accelerator:

Target WAN accelerator
Service Provider's WAN Accelerstor (Availabls)

5.18: Choose between direct mode or through WAN accelerators

The job can be completed and enabled, and both the tenant and the service provider
can see it while it's running:

VEEAM BACKUP AND REPLICATION

v A EEE

Backup Replication | Backup VM  File  Import
Job  Job Copy Copy Copy Backup

Primary Jobs Auwiliary Jobs Restore

CLOUD CONNECT Q, Type in an objeet name to search for

4 (% Cloud Connect JOB NAME SESSION TYPE STATUS STARTTIME T ENDTIME TENANT DATA SENT DATA RECEIVED
P Cloud Gateways [ Backup Copy Job to VCC Cloud Backup Copy ~ Active 4/18/2016 3:49 PM Tenant1 75K8 97.7 MB
£5 Tenants

4 7 Backup Storage
B o2
1+ B Replica Resources

4[5 Last 24 hours
[* Running (1)

[ Success

4 [ History
[ System

5.19: The service provider overview of incoming jobs from tenants

The service provider doesn't have all the details the tenant has, but it can check the progress and list
how many jobs and virtual machines is receiving at any given time.
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Restore data from Cloud Connect backups

Once the virtual machine copies are safely stored in a remote cloud repository, the tenant has
successfully obtained an additional off-site copy of his workloads and data. From here, any restore
operation can be accomplished, even if the original data has been lost at the tenant’s primary site.

Restore files

The most common operation a tenant would do is to restore files. If the files that need to be restored
are not in a local backup anymore, but are stored in a cloud repository, then the tenant needs to start a
file restore operation.

NOTE: As of today, only files stored in virtual machines running Microsoft Windows OS can be directly
restored from a cloud repository. For other operating systems, a tenant needs to retrieve the entire virtual disk
containing the required files first.

VEEAM BACKUP AND REPLICATION

atyfs = X

V| | Entire VM Guest Application  Delete
Recovery VM Files~ Files~  ltems - from Disk

vPower Restore Actions

BACKUP & REPLICATION Q, Type in an object name to search for

4 g Jobs JOB NAME 4 CREATION TIME RESTOREPOINTS  REPOSITORY PLATFORM
42 Backup 4 Backup Copy Job to VCC 18/04/201600.00 Cloud repository 1 VMware
1 Replication [ ansible 23/04/201611.59 2
4B Backup Copy £ dent 23/04/201612.00 1
ﬁ Endpoint Backup o= Instant VM recovery... 23/04/201612.00 1

4 E& Backups B Restore entire VM... 23/04/201611.59 1
%, Disk #1 RestoreVM files... 18/04/201614.34 0
%‘ Delcaw) % Restore VM hard disks...

. EI?{E:?: [ Restore guestfiles » == Microsoft Windows...
&, Ready =3 Deletefrom disk A Linuxand other..

#i Failover Plans
4 [ Last24 hours
[% Failed

5.20: Restore Windows guest files from a Cloud Repository
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In this scenario, the backup browser works exactly like in a restore from a local repository. The backup
is mounted directly and transparently in Veeam Backup & Replication through Cloud Connect, and the
tenant can browse the content of the windows file system like it was local:

dc01 as of 2 days ago (12.00 sabato 23/ 6) - BACKUP BROWS

©Pm w T

Back Forward Folder Openin Application
Up Explorer  ltems ~

MNavigation Amﬂls
4 = (E.'}s MNAME TYPE SIZE CREATICN D... MODIFIED D...
4 Recycle.Bin
o - | desktop.ini INI File 03KB 20/10/20121.. 08/03/20161..
P [ S-1-5-18

b [EW 5-1-5-21-35235635
4 [54 Documents and Settings
4 |i' Administrator
[ AppData
[E Application Data

[ Contacts
iCDOkiE
(55 Desktop

5% Links

[E Music

[ Pictures

v T v W VT OV W OV TV v TV v v W

iRE(Eﬂt

v Documenis
|i' Downloads
i Favorites

[E¥ Local Settings

[E5 My Documents
5% NetHood

5% PrintHood

Finally, the service provider can monitor the activities done by his users, looking at

5.21: Restore files from a Windows VM

the “History Tab"in the console:

CLOUD CONNECT

4 (&) Cloud Connect
[ Cloud Gateways
£ Tenants

4 [ Backup Storage.
B o2
E7 Replica Resources.

4 [ Last24 hours
[3 Success
[ Failed

4 [ History
[ System

Q) Type inan object name

JOB NAME SESSION TYPE STATUS STARTTIME T

[ Restore Thechaf3-276f-4378-2032-4744b816d971  Cloud Restore Success  4/26/2016 8:14 AM
[ Backup Copy Job to VCC Cloud Backup Copy ~ Success  4/26/2016 7:14 AM
[ Backup Copy Job to VCC Cloud Backup Copy ~ Failed  4/26/2016 12:15AM
[ Backup Copy Job to VCC Cloud Backup Copy ~ Success  4/26/2016 12:14AM
[ Restore a4b5169b-0ac5-4eck-29d0-9f78666a1¢30  Cloud Restore Success  4/25/2016 8:01 PM
[ Backup Copy Job to VCC Cloud Backup Copy ~ Success  4/25/2016 7:14 AM
[ Backup Copy Job to VCC Cloud Backup Copy ~ Failed  4/25/2016 12:15AM
[ Backup Copy Job to VCC Cloud Backup Copy ~ Success  4/25/2016 12:14AM
[ Backup Copy Job to VCC Cloud Backup Copy ~ Success  4/24/2016 8:36 AM
[ Backup Copy Job to VCC Cloud Backup Copy ~ Success  4/24/2016 12:16AM
[ Backup Copy Job to VCC Cloud Backup Copy ~ Success  4/23/2016 10:55PM
[ Backup Copy Job to VCC Cloud Backup Copy ~ Success  4/23/2016 10:42PM
[ Backup Copy Job to VCC Cloud Backup Copy ~ Success  4/23/2016 10:29PM
[ Backup Copy Job to VCC Cloud Backup Copy ~ Success  4/23/2016 10:17PM
[ Backup Copy Job to VCC Cloud Backup Copy ~ Success  4/23/2016 1233PM
[ Backup Copy Job to VCC Cloud Backup Copy ~ Success  4/23/2016 12:32PM
[% Backup Copy Job to VCC Cloud Backup Copy ~ Success  4/23/2016 12:32PM

Backup Copy Job to VCC
P Copy
[ Backup Copy Job to VCC

Cloud Backup Copy
Cloud Backup Copy

Success  4/23/2016 12:12PM

Success  4/23/2016 8:45 AM

5.22: Cloud Connect history
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END TIME
4/26/2016 8:35 AM
4/26/2016 T:14 AM
4/26/2016 2:16 AM
4/26/2016 12:15AM
4/25/2016 8:57 PM
4/25/2016 T:14 AM
4/25/2016 2:15 AM
4/25/2016 12:14AM
4/24/2016 10:14PM
4/24/2016 8:36 AM
4/24/2016 12:16 AM
4/23/2016 10:54PM
4/23/2016 10:41PM
4/23/2016 10:29PM
4/23/2016 10:16 PM
4/23/2016 12:33PM
4/23/2016 12:32PM
4/23/2016 12:13PM
4/23/2016 12:11PM

TENANT
Tenantl
Tenantl
Tenantl
Tenantl
Tenantl
Tenantl
Tenant1
Tenantl
Tenant1
Tenantl
Tenant1
Tenantl
Tenantl
Tenantl
Tenantl
Tenantl
Tenantl
Tenantl
Tenantl

DATA SENT
36.8MB
0.0KB
0.0KB
0.0KB
86.1 MB
0.0KB
0.0KB
0.6KB
586.9KB
362.2KB
221.2K8
198.5KB
197.8KB
196.2 KB
536.6KB
0.0KB
0.0KB
0.0KB
4126KB

DATA RECEIVED

10.4 KB
0.0KB
0.0KB
0.0KB
228.6 KB
0.0KB
0.0KB
1.8KB
9.6G8
5.7GB
980.5 MB
135.9 M8
137.8 MB
126.5 MB
71GB
0.0KB
0.0KB
0.0KB
2568
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Restore virtual machines

A less common activity that can be done using data stored in a cloud repository is a virtual machine
restore. This can be either of the entire virtual machine or only some of its files.

Q Type in an objecdt name to search for
JOB NAME 4 CREATICN TIME RESTORE PCOINTS REPOSITORY PLATFORM
4 Is_b_, Backup Copy Job to VCC 18/04/2016 00.00 Cloud repository 1 VMware

{51 ansible 23/04/201611.59 2

{53 dc01 23/04/201612.00 1

{31 Photon 23/04/201612.00 1

1 TestVM-01 23/04/201611.59 1

By  Instant VM recovery... 18/04/201614.34 0

E Restore entire VM...

il Restore VM files...

&% Restore VM hard disks...

E Restore guest files »

Ey¢ Delete from disk

5.23: Select a virtual machine to be restored from a cloud repository

Once a tenant selects a virtual machine from the cloud repository, he can choose to restore the
entire VM, for example. A dedicated wizard starts, and the steps are exactly the same as a restore
from a local backup file: Restore to the original location or to a new one, configure target options
like host, datastore, folder and so on. The user experience does not change at all. Once every option
is configured, the restore process starts. Depending on the line speed between the tenant and the
service provider, the operation could be completed in a few minutes or hours:

VM name: TestVM-01 Status: In progress (7%)
Restore type:  Full VM Restore Start time:  26/04/2016 15.16.24
Intigted by:  SKUNKWORKS \administrator Cancel restore task

E"*tﬂis'i"ﬁs|er='—.tsn::ur1|Fa’z—.l’ruf:l‘.vf:r:;ILt:l-l_:l |

Restore started 1.4GB 7 20,0 GB

(Objects remaining:

Time remaining:

5.24: VM restore process from a Cloud Repository
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Assign replication resources

When the Cloud Connect Replication infrastructure is correctly in place, the service providers can start
to offer replication resources to their customers.

The service provider can offer the service to existing customers that are already consuming backup
resources, or to a new tenant willing to only consume replica resources. In this example, we are
showing the first option, but remember that both are possible:

Tenant
Specify tenant name, password, assigned resource types and oplional contract expiration date.

Usemame: |

Bandwidth Password: |{To change ifie saved password, click here] I
Generate new
Backup Resources
D 1

Replica Resources
Network Bdension
Apply Assigned resources
Summany [ Backup storage (cloud backup reposiory)

[ Replication resources (cloud host)

[] Contract expires:  Newer Calendar

<Frevous || Nea> || Fnsh | [ Caneal

5.25: Assign replication resources to a tenant

Once replication resources are assigned to the tenants, the new steps in the tenant wizard are enabled.
First, the service provider configures replica resources:

(“-I-"""“""“"“’""

Add one or more hardware plans for this tenant to use.

Hardware plans:
Name CPU Memory Storage Networks
EE[ HWP4enant1 10GHz 12GB datastoretenant1 (500 GB) 1

[<]
Manage network seftings

[ Use builtin network management capabilities during failover

‘We will deploy network extension appliances to allow tenants perform partial or full site failover.
Select this checkbox if you are not using 3rd party solution to manage failover networking.

5.26: Add a hardware plan to a tenant
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Here, the service provider selects the hardware plan that has been previously created for a given tenant
and assigns that plan to this tenant.

NOTE: We assume during the entire guide that the service provider is going to use the Veeam built-in network
capabilities via Network Extension Appliances. If a service provider disables this option for a tenant in this step
of the wizard, different technologies need to be put in place, placing them out of the scope of this quide.

Then, the service provider configures the network extension appliance that is going to be deployed on
the service provider side:

[x ]
G Network =
L * Speciy network § MNetwork
m Metwork extension appliance:
[NEA-Tenant1 |
Tenant
Extemal network:
Boschwickh [DPG-ves_public || Bowse.. | 'c;:;d’: =
Backup Resources DOHainmlFadd&usamaicdy
@ Use the following IP address:
|P address: 185. 62 . 37 .108
Subnet mask: 255255 . 255.240
Apply Default gateway: 185. 62 . 37 . 97
Summary
>
e failover. Manage .

5.27: Configure networking for the Network Extension Appliance

There is some information here that the service provider has to correctly fill in::

« name: every appliance should have a unique name in order to easily identified and managed. We

suggest to use a naming convention that is followed throughout all deployments. In our example,
we used "NEA-nameofthetenant”;

- External network: Every NEA has one external network and one or more internal network. The
internal networks are configured by creating different port groups, each tagged with a unique VLAN
ID, as explained in this guide. The external network is instead the internet-facing network of the
appliance and the NEA allows virtual machine to reach internet, and to be reached from internet (if
the tenant has configured his public IP publishing rules) via this interface. This external interface has
to be connected to a port group that can reach the internet, and where the subnet in use can be
applied. In our case, we are connecting this interface on the same port group used for the external
interface of the cloud gateways. During a partial failover the two components can communicate
with each other, as this is a requirement to make partial failover work;
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IP address: after the port group has been selected, an IP address should be configured in
accordance with the port group. We are using a public IP address in the same subnet used by the
cloud gateways. This IP address should not be in the pool that was configured during the creation
of the replication service — as the risk is that it could be assigned as an additional IP address to
another NEA. Ideally, service providers should have two different pools, one loaded into the Cloud
Connect configuration so that they can be assigned as public IP to tenants that need to publish
their VMs over the internet, and another pool not loaded into Cloud Connect, but just used to
configure the primary IP of each NEA.

As a recap, in our example our pool of public IPs has been divided like this:

scope IP

gtw] 185.62.37.98

gtw2 185.62.37.99

gtw3 185.62.37.100

portal 185.62.37.101
Tenant pool 18562.37.102 to 107
NEA pool 185.62.37.108t0 110
Disk 40 Gb

After the network extension appliance has been configured, the service provider can assign one or
more public IPs to the tenant:

= Network Extension
- Specify network settings to be used during failover.

Tenant MNetwork exdension appliances:
Name: Host Bdemal network
| NEA-Tenant1 vesacloudco...  DPGwvec_public

Bandwidth

Backup Resources

Replica Resources

< [ I

[V Allocate the following number of public IP addresses:
Public IP addresses are required for tenants to be able to perform full site failover. Manags. .

5.28: Allocate public IP addresses

© 2016 Veeam Software 102



Veeam Cloud Connect v9
A reference architecture to learn, design, implement and manage your Veeam powered cloud services

When all settings are confirmed and applied, as you can see in figure 4.7, the first available IP address is
automatically assigned to Tenant1, the Cloud Host is created, and the NEA for the tenant is deployed in
the virtualized environment:

Navigator b § | 5 MEA-Tenantl  Aclions v E
|
4 Home D J Summary | Monitor Manage Related Objects
| @ = 8 2] NEA-Tenantt CPU USAGE
[ vesa.cloudconnect local Guest 0S: Other Linu (32-bit) 0.00Hz
~ EgvCCRDC Compatibilty:  ESX/ESXi 4.0 and later (VM version 7) MEMORY USAGE
- ﬁVCCR Cluster Powered Off Viware Tools: Mot running, version: 0.00B
[ esx1.doudconnectiocal DNS Name: -é STORAGE USAGE
[ esx2.doudconnectiocal IP Addresses: = 848 KB
Q esx3.cloudconnectlocal Host: esx1.cloudconnect local
Q esx4.cloudconnectlocal Launch Remote Console A
+ @ Cloud_Connect_Replication Download Remote Console @ ™
+ @ HWP-tenant1_Tenant1 -
T —— ~ VM Hardware O  » Advanced Configuration
15 A-Tel
Fact » CPU 1CPU(s), 0 MHz used > =
Gpde2 » Memory [ 512 MB, 0 MB memory active
Gpem *  vApp Details
& frewal » Network adapter 1 DPG-vcc_public (disconnected)
rewal
G ow » Mefwork adapter2 tenantTenantlvian112 (disconnected) | | * Update Manager Compliance
G gtw2 (@) CD/DVD drive 1 Power on VM to connect
=
gtw3
%pm}m = Floppy drive 1 Power on VM to connect
G proxy2 » Video card 4.00MB
Gprepol » Other Additional Hardware
repo2
%updaﬁe Compatibility ESXN/ESXi 4.0 and later (VM version 7)
G vor
&R urea Aaudrannerct Ineal

5.29: NEA deployed in the vSphere environment

The information shows us that there are two interfaces of the VM, as we configured this hardware
plan to have 1 network with internet access. The external interface is connected to portgroup "DPG-
vee_public' (the shared VLAN where all the public IPs are published) while the internal interface is
connected to portgroup tenant.Tenant1.vlan112.

This is a completely new port group that Cloud Connect created for this tenant, and the naming scheme
is self-explaining. This is a portgroup created for tenants, specifically for Tenant1, and is using VLAN 112, If
you check figure 4.6, VLAN 112 is the first ID of the pool assigned to network with internet access.

NOTE: The port group where the external interface is connected is considered, form security point of view,
an external and untrusted area. Connections happening outside of the external interface are considered
unprotected and unfiltered, unless a service provider is using additional security procedures to monitor and
protect this network.

NEA deployment at the tenant side

Depending on different scenarios that may apply to a tenant, there are different moments when the
corresponding Network Extension Appliance will be deployed at the tenant side:

«onanew customer consuming only replication resources, the NEA is deployed during the service
provider setup wizard;

+ onan existing customer already consuming backup resources, the NEA deployment is requested by
Veeam Backup & Replication during the first partial failover attempt, otherwise there would be no
tenant-side NEA to initiate the VPN tunnel:
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VMware Failover Wizard | Lt |

[ VirtualMachines
D Virtual Machines

T R

|Q Type in 5 VM name for instard lookup

No network extension appliances were found in the IP networc 10.2.50.0/24 VM selected for failover is connected to_
Click Yes to proceed to "Metwork Exiension” wizard step and deploy missing appliance.
I you dick No, replica VM may be unreachable over network: after failover.

Previous || Mext > || Finish || Cancel

5.30: No extension appliance warning at tenant side

Regardless of the scenario, Veeam Backup & Replication brings the customer to the corresponding section of
the service provider setup wizard, where the tenant can configure his local Network Extension Appliance:

Network Extension
C Cnrﬁg.re network extension appliances to enable partial sie fallover functionality .

MNetwork extension applances:
MName Host Production network |P addre
|EHcc vinuakothecore . esdl3skaumk . SureBackup testizb dvp-..  Obtaine

Service Provider
Credentizls
Resources
Harmdware Plans
| NeworBtenson
Apply
Summeary

<] [ I >

mmmﬂbmmmﬂﬂefﬁwtom
network communication with falled over VMs. You must add one netwark extension
appliance per production IF network._

[ <Prvious || Ned> || Fiish || Cancel

5.31: The network extension step during service provider setup wizard
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The wizard tries to automatically choose the best network to connect the Network Extension Appliance
too, but it's extremely important that the tenant edits the configuration of the NEA so that it is going to
be connected to the same network of the VMs he wants to replicate towards the service provider:

Configuration

Specify host, resource pool. datastore and network settings for
network extension appliance VM.

Host:
|esi03 skunkworks Jocal

Datastare:
|f2s2020_vol1
Network:
|dvp-prodvM

() Obtain an IP address automatically
(@ Use the following IP address:
IP address:

Subnet mask:

Default gateway:

5.32: Configure networking for the tenant NEA

Note: The tenant NEA has only one network interface. If the tenant has received multiple networks from the

service provider, one NEA will be deployed for each network. Only one NEA with multiple interfaces will be
deployed at the service provider however

The NEA has deployed in the tenant vSphere environment and is ready to be powered on for any
partial failover activity:
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&1 ccwirtualtothecore.com_dmaf11 | Acions v

J Summary | Monitor Manage Related Objecis

cc.viriualothecore.com_dmaf11

Guest 05: Other Linux (32-bit)
Compafibility: ESX/ESXi 4.0 and later (VM version 7)
Fowered OFf VM are Tooks: Mot running, version:

DNS Name:

P Addresses:

Host esxil3.skunkw orks local
Launch Remaote Console
Downlead Remote Console @
| » VM Hardware T | » VM Storage Policies =]
( 1.
| v Advanced Configuration I:I| | [ETE I:I|
. | * Related Objects o
| + HNotes EI| - y
- . | * vApp Details |:||
| b WM Failure Response I:I| l )
|> Update Manager Compliance I:I|

5.33: The tenant NEA as seen from local vSphere environment
Replication jobs

Now that the service provider has set up the cloud host for the tenant, it's time for the latter to start
consuming his replication resources. In Veeam terms, a Cloud Host is the abstracted view of the multi-
tenant environment offered by the service provider, and seen by the tenant as a remote virtualized host
that can be used as a replication target.

In order to guarantee the most transparent user experience, Veeam Cloud Connect allows to replicate
VMs towards the service provider by using the well-known replication jobs. Exactly like in a backup or

backup copy job used to consume Veeam Cloud Connect backup, also in this case jobs are configured
in the same exact manner, and only the target is different.

Once the customer has been assigned Replication resources in his subscription, the first thing he can
do is rescan the services offered by the service provider:

~+ .

& & X 5

Add Service Edit Service Remowve Service  Manage Default
Provider  Provider Provider Gateways

Manage Service Providers

BACKLP INFRASTRUCTURE Q Type in an object name to search for
£ Backup Proxies NAME OWNER
% Backup Fepositories 5 cevil - 1
4 Eﬁ Scale-out Hepositories x Remove
£, Scale-out Backup Repository | ) Rescan..
& WAN Accelerstors @ Properties...
o . -
{7 Service providers =] Manage default gateways...

b SureBackup
[ @Mﬂ'lagedsewem

5.34: Rescan the service provider
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First, the tenant may notice that replication resources are now available by the fact that "Manage
default gateways..." is enabled:

MAME OWNER 4
¢ covirtualtothecore.com  tenanid

x Remove

) Rescan..

@ Properties...

E Manage default gateways...

5.35: Manage default gateways is now enabled

By going into the Backup Infrastructure node, the tenant can see the Cloud Host listed under the
available VMware resources, side by side with his local vSphere environment:

BACKUP INFRASTRUCTURE Q Type in an object name to search for

B Backup Proxies NAME L TYPE DESCRIPTION
£ Backup Repositories El HWP-tenantl Cloud (VMware) ccvirtualtothecore.com
4 3 Scale-out Repositories
£, Scale-out Backup Repository
&n WAN Acceleraiors
{3 Service providers
b SureBackup
4 @ Mznzged servers
4 @ VMware vSphere
b 5 vCenter Servers
E5y VMiware Cloud Hosts
158 VMware vCloud
[F= Microsoft Windows
EQ Linwoc

HWP-tenant1

cc virtualtothecore com
VMware vCenter Server 6.0
10 GHz

12288 MB

£ HWP tenant 1 network 1 fintemet)

5.36: An overview of the Cloud Host

In the properties of the Cloud Host, the tenant can verify that the amount of resources are those requested
upon subscribing the the Hardware Plan (10 Ghz of cpu, 12 GB of memory, 500 GB storage and 1 network
with internet access in our example), and he can verify that the service provider is using VMware vSphere 6.0.

Everything is ready for the first replication job towards Cloud Connect.
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The new replication job is configured first by setting a name for the job itself:

% Specify the name and description for this job. and provide information on your DR site.

Name:
[Replication to VOC-R

Description:

Describe your DR site:
[[] Low connection bandwidth (enable replica seeding)
[w] Separate vitual networkes fenable network remapping)
[] Different IP addressing scheme (enable re-IP)

< Previous | | Mext > | | Firish | | Cancel

5.37: Create a new replication job

It's important to select "Separate virtual networks (enable network mapping).' This option enables the network
settings of the replication job, that will be important to correctly map tenant networks to the networks
created inside Cloud Connect. Re-IP. on the other side, is not needed (and not available) in Cloud Connect.

Next step, a tenant selects the virtual machines that he wants to replicate towards Veeam Cloud Connect:

Virtual Machines
é Select one ormore VMs to replicate. Use exclusion ssifings to exclude specific VMs and virtual disks from replication.
Mame Vitual machines to replicate:
Name Type Size Add...
e T
Dectint Hlamp Vitual Machine 1.8GB B
e
Job Setings
Data Transfer + Up
Guest P = & Down
Schedule
o
Total size
41.8GB

5.38: Select one or more VMs to replicate
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In this example, we are replicating a Windows 2012 VM ("test-2012") and a Linux VM ("lamp"). Next, we
select the destination:

Destination
é Specify where replicas should be created inthe DR ste_

Name Host or cluster:

“h d m‘ - ~1
VMware...

Cloud host...

Resource pool:

Pick resource pool for selected replicas

VM folder:

Picle VM folder for selecied replicas

Datastore:

Fick datastore for selected vitual disks

| <Prvious | [ Ned> || Fush || Cancd

5.39: Specify the destination of the replication job

This is the only difference between a local replication, and the one towards Veeam Cloud Connect.
Select the cloud host as a target and then choose the cloud host published by the service provider:

Select host:
A fé;j Service providers
4 (™ o vitualothecore com fenant1)
E" HWP4enant1

|EE|-v Type in an object name to search for

5.40: Select the Cloud Host
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Then, it's time for the network mapping:

Select how virtual networks map to each other between production and DR sites.

Metwork mapping:
Source network Target network
{1 dvpnrodVM dvsprod) = HWPienant 1 network 1 fintemet)

[ <Prvioss |[ New> || Fnsn | [ Cancdl

5.41: Network mapping

Here, a tenant is going to see the source network of any replicated VM and be able to map each
network to a network created by the service provider. In this simple case, the tenant has only one
network with internet access, so every VM is going to be mapped to the single network made available
in the hardware plan by the service provider. In more complex environment, there will be multiple
source and target networks to be coupled.
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The rest of the job configuration follows the same steps of any replication job. We are only showing the
configuration of the WAN Acceleration here:

Data Transfer

35 (Choose how VM data should be transfemed to the target sie.
Name:

When replicating between remote sies. we highly recommended that you deploy at least one backup
proxy server locally in both sites to allow for direct access to storage.

Vitual Machines Source proxy:
Destirsabi
Target proxy:
Metwork |Service provider's proxy Choose
Job Settings O Direct

Best for local and off-site replication over fast links.

| (B © Through buitin WAN acoslerators

ing Best for off-site replication over low links due to significant bandwidth savings.
Source WAN
Schedue [vEEAMSRY v
Target WAN
Summary

| Service Provider's WAN Accelerstor (Available)

[ <Prvioss | [ Net> || Fosn Cancel

5.42: Enable replication through WAN Accelerators

Once the job is saved and scheduled, the VMs are replicated to Veeam Cloud Connect, and the service
provider can see them in the vSphere environment, under the resource pool created for the specified tenant:

& HWP-tenant1_Tenant1 ] Actions +

Summary Monitor Manage | Related Objects |

Top Level Objects | Virtual Machines 1 vApps

B E | F D a D G| GAdonsy Z (Q Filter
Mame 1 a|State Status Provisioned Space
51 NEA-Tenant1 Powered Off & Normmal 1.28 GB

1 Tenant1_lamp_replica Powered Off & Normal 21.286 GB

&1 Tenant1_test-2012_replica Powered Off & Normal 4418 GB

5.43: The virtual machines in tenant's resource pool

Virtual machines are also named with the tenant's name as a prefix, so no name conflict or confusion
can be generated inside the shared vSphere environment.

In the tenant environment, the replicated virtual machines show up in "Ready" state in Veeam Backup &
Replication. They are ready to be used for failover activities:

BACKUP & REPLICATION Q, Type in an object name to search for

4 Jobs NAME L JOB NAME TvPE STATUS CONNECTIVITY CREATIONTIME ~ RESTOREPGINTS  ORIGINAL LOCATION REPLICA LOCATION
2 Backup (2 lamp Replicationto VCC-R  Cloud Ready na 28/04/201622.02 1 local\Sk
& Replication [ test-2012 Replicationto VCC-R ~ Cloud Ready n/a 28/04/201622.02 4 I
£ Backup Copy
41 Endpoint Backup

k-EVC-PROD i com\HWP-tenant]
-PROD

¥, Disk
4 Disk (copy)
&, Cloud
4 [ Replicas.
E) Ready

5.44: Virtual machine replicas in ready state
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Failover plans

Once all the protected virtual machines have at least one restore point stored into Veeam Cloud
Connect, a tenant can use the failover capabilities he subscribed.

In order to complete a full failover, a failover plan must be configured. A failover plan is a group of
virtual machines that Veeam Backup & Replication has to manage as a single entity, following the
boot order and delays configured in the plan itself. When it comes to Veeam Cloud Connect, a "cloud"
failover plan has additional options.

Y 3E HEHzEH AL &

Backup Replication SureBackup Tape Backup VM  File | Restore Import Failover

Job -~ Job Job Job~ Copy~ Copy Copy *  Backup Plan -
Primary Jobs Auxiliary Jobs Restore Fz % VMware
BACKUP & REPLICATION Q Type in an object no i Cloud VMware

5.45: Create a cloud VMware failover plan

After giving the new failover plan a unique name (unique for the tenant, as multiple tenants at the
service provider can have the same name for their failover plans without any problem), the tenant

selects the virtual machine he wants to add to this plan:

Select virtwal machine:
Job name Last restore point WM court Restore points count
4 .§g Replication to VCC-R 28/04/2016 2202 24 2
E]t&d—Zﬂ‘lE less than a day ago (2201 lunedi 02/05/2016) 4
Eﬁllamp less than a day ago (22 11 lunedi 02/05/2016) 1

5.46: Select replica VMs
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Only virtual machines replicated to Veeam Cloud Connect are shown in the selection screen, and only
those with at least one complete restore point available can be selected. Replica VMs are added to the
cloud failover plan, where boot order and delay can be configured:

i Virtual Machines
Add virtual machines to be failed over as 3 part of this plan. Use VM order and delays to ensure all application dependencies are
met.

Failover Plan Virtual machines:

Name Delay  Repica state [ addwm |

HaL H

irdtest-2012 B0sec  less than a day ago (2201 lunedi 02/05/2016) : -

Eflla’m Blsec  lessthan a day ago (22,11 lunedi 02/05/2016) IE
Set Delay

[ <Prvious || Nea> || Fnen

5.47: Replica VMs added to Failover Plan

In the next step, the tenant configures the different default gateways for each available network:

fenl Default Gateways

Specily default gateways for all production IP networkes. This information is used by network extension appliance during the full
site failover.

Default gateways:
Cloud network IP network
@ HWP-tenant 1 network 1 (intemet) 255.255.255.0

Manage default gateways

[ <Prvious |[ Net> || Fush || Caneel

5.48: Specify default gateways for cloud networks
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When a full failover is initiated, the network extension appliance enables the different internal networks
and set the configured default gateway's IP address as its own address. The result is that any virtual
machine connected to a cloud network can reach its original gateway without changing its original IP
address. The NEA is simulating the original gateway of the tenant's production network.

The next step is the configuration of Public IP Addresses. The network extension appliance has one
external interface, published over the internet. In addition to its primary IP address, a service provider can
assign additional IP addresses to be used by tenants to publish services running on the failed over VMs.

First, a tenant enables the option "Assign public IP addresses to use during full site failover," then by
using the "Add” button, he creates publishing rules like in a firewall:

Replica VM:
ltest-2012

Public IF address:
[185.62.37.102

Intemal IF address of replica VM-
[10.250.10

Description:
Access test-2012 via RDF

5.49: Add a public IP address mapping rule for a Windows VM

For a Windows VM, the internal IP address of the replica VM is automatically recognized. However, even non-
windows VMs can be published by manually writing their IP address in the box (lamp is a Linux VM):

Replica WVM:
|Iamp

Public IP address:
185.62.37.102

Intemal IP address of replica VM-

| 10.2.5054

Description:
Webserver running on lamp|

5.50: Add a public IP address mapping rule for a Linux VM
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Once the failover plan is configured, it is stored directly with the service provider, and what the tenant
sees locally is read in real time from the service provider. This is done because, upon a failure, a tenant
may lose his entire environment, thus also losing the Veeam Backup & Replication installation and its
configuration like the failover plans. By storing the failover plan directly at the service provider, it can be
initiated by the service provider or by the tenant (using the cloud portal) without the need for a local
Veeam installation at the tenant.

Partial failover

A partial failover is the scenario where a tenant still has his infrastructure up and running, and only
one or more virtual machines are having issues. In this situation, nobody wants to run a complete site
failover to solve issues of a few VMs. Partial failover allows you to start the replica VM of one or more
VMs at the service provider side, and let all the other VMs run at the tenant side.

To make this possible, the technology integrated into the Network Extension Appliance extends —
hence the name — any customer network to the service provider site, so that production VMs can
communicate with replicas without any change in the IP addressing.

This happens because NEA creates a Layer 2 VPN tunnel for each network involved that transparently
extents the tenant network to the corresponding service provider network.

CUSTOMER SERVICE PROVIDER
OpenVPN Client OpenVPN Server
Customer NEA )
10.2.50.200 — Provider NEA E]
185.62.37.102

0 ,f\ (169.254.0.1/16) _— m

test-2012 m —@ w m

10.2.50.110 JE— H E]

Tenant Router Cloud gateway
[z] 10.2.50.254 185.62.37.98/99/100
map 80.170.12.90

10.2.50.54

Customer Network SP public Network Tenant Network
10.2.50.0/24 185.62.37.96/28 10.2.50.0/24

5.51: Veeam Cloud Connect partial failover

The cloud gateway at the service provider is responsible for interconnecting the two NEAs, at the
tenant and at the service provider. Thanks to this interconnection, OpenVPN Client running at the
tenant can initiate a VPN tunnel towards the OpenVPN Server running in the service provider tenant.
The final result is that a Layer2 tunnel is created between the two networks, and thanks to a Proxy-
ARP solution running in both the appliances, packets can travel inside the tunnel and VMs can
communicate with each other, regardless of which site they are powered on.

NOTE: Virtual machines running at the service provider can reach the internet by using the internet
connection of the tenant. Any packet created at the service provider, and with a destination other than its
own subnet, is forwarded to the default gateway, which is running at the tenant side.
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Partial failover operation

To initiate a partial failover, the tenant selects the virtual machine he wants to failover from the ready replicas.
Note: Veeam doesn't verify if the original virtual machine is still running, thus possible IP address conflicts may
occur if the tenant doesn't verify this information prior to starting the partial failover.

CUSTOMER SERVICE PROVIDER
OpenVPN Client OpenVPN Server
Customer NEA
10.2.50.200 Provider NEA |I|

185.62.37.102

<
£ |

o M\ (169.254.0.1/16) I
test-2012 m @ v m
10.2.50.110 ] HH

CN/\) E

Tenant Router Cloud gateway m
|Z| 10.2.50.254 185.62.37.98/99/100
map 80.170.12.90
10.2.50.54
Customer Network SP public Network Tenant Network
10.2.50.0/24 185.62.37.96/28 10.2.50.0/24

5.52: Start the failover of a single VM

In the wizard, the tenant can add additional VMs to the partial failover, and he can select the restore
point he wants to use for each of them:

Awvailable restore points for test-2012:

Job Type
4 ™ Replication to VCC-R
¥} less than a day ago (21.32 mercoledi 04/05/2016) Snapshot
() 2 days ago (22.01 lunedi 02/05/2016) Snapshot
Q—F 3 days ago (22.01 domenica 01,/05/2018) Snapshot
(’_Lﬁ 4 days ago (22 01 sabato 30/04/2016) Snapshot

5.53: Select the restore point to be used for the failover
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The wizard is finished, and after a few seconds the operation is completed:

VM name: test-2012 Status: Success
Restore type:  Failover Stari time:  05/05/2016 12.0915
Initigted by:  SKUNKWORKS \Administrator Endtime: 05/05/2016 12.11.24

|Fhasm|F'ammeters| Log |

Mezsage Duration
@ Starting failover for VM test-2012 to the state as of less than a day ago (21.32 menco. .
Q Processing serverside settings of partial falover 0:00:50

@ Processing client-side settings of partial failover 0:01:02
Q Selected appliance cc.vituaktothecore com_dmaf11 (10.2.50.200/255.255.255 0)f ..

O WPM tunnel has been established

Q Failover completed successfully

5.54: Partial failover is completed successfully
What has happened behind this screen? A few things.

On both sides, NEAs are started so that the VPN tunnel and the Proxy-ARP components are up and
running. This is the NEA at the tenant side:

[ covirtualtothecore.com_dmaf11 ~ Actions -

J Summary | Monitor Manage Related Objects

cc.virtuakothecore.com_dmaf{1

Guest O5: Other Linuwx {32-bit)

Compatibility - ESX/ESXi 4.0 and later (VM version 7)

Vi are Tools: Running, version: 2147433647 (Guest Managed)

DMS Name:
" P Addresses: 10.2.50.200
Host esxil3. skunkw orks local

Launch Remote Console 5 G %

Download Remaote Console @ =

5.55: NEA at tenant side is started
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On the service provider side, both the NEA and the requested replica VM are started. The replica VM has
the same configurations and IP address as its original copy:

5 Tenant1_test-2012_replica | Actions ~ =

JSumm&ry Monitor Manage Related Objects

Tenanti_test-2012_replica CPU USAGE
Guest 05 Microseft Windews Server 2012 (64-bit) 62.00 MHz
Compatibility: ESXi 5.5 and later (VM version 10) —__ MEMORY USAGE
Viware Tools: Running, version:2541 (Upgrade available) aak 973.00 MB
DNS Mame: test-2012 skunkworks local Fj STORAGE USAGE
P Addresses:  10.2.50.110 =) 4033 GB

View all 2 IP addresses
Launch Remote Console Host: esx1.cloudconnect local

Download Remote Console @ :J'l" @

/& Viware Tools is outdated on this virtual machine. Update VMware Tools
* VM Hardware O * Advanced Configuration
» CPU 2 CPU(s), 62 MHz used o s
» Memory D 4096 MB, 573 MB memory active
vApp Details
» Hard disk 1 40.00 GB
» Neiwork adapter 1 tenantTenantlvlan112 (connected) L= TEE
@) CD/DVD drive 1 Disconnected - 0
» Video card 8.00 MB
» Other Additional Hardware
Compatibility ESXi 5.5 and later (VM version 10)

5.56: test-2012 VM is started at the service provider side

The service provider can also verify in the Veeam Backup & Replication console that the failover has
been started by Tenant 1:

VEEAM BACKUP AND REPLICATION

v 5 MES AR &
Backup Replication Backup VM  File  Restore Import Failover

Job Job Copy Copy Copy Backup Plan
Primary Jobs Aunxiliary Jobs Restore Failover Plans

CLOUD CONNECT Q Type in an ebject name to search for

a @ Cloud Connect (~| NAME 1 JOB NAME STATUS CONMNECTIVITY CREATION TIME RESTORE POINTS ORIGINAL LOCATICN
P4 Cloud Gateways G test-2012 Replication to VCC-R  Failover Success 4/28/2016 10:02PM 4 Tenantl
£ Tenants
Ll %g Backup Storage
7 Linux Repository
= reps2
4 E_? Replica Resources
El5 HwP-tenant1
4 Bl Replicas
(), Active (1)

& Failover Plans

5.57: test-2012 is in failover state at the service provider
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And, he can also see the two tasks originated by the failover:

A

JOB MNAME SESSION TYPE TENANT DATA SENT DATA RECEIVED
[ VPN tunnel VPN Tunnel Tenant1 184.9KB 779.2 KB
[ test-2012 Cloud Failover Tenantl 0.0KB 0.0KB
[& ADin the Cloud Cloud Backup Copy Tenant3 50.0 KB 149.5 KB
[& ADin the Cloud Cloud Backup Copy Tenant3 2 331.7MB
[ DK-CloudCennect-3 Cloud Backup Copy Tenantd 0.0KB
[ DK-CloudConnect-3 Cloud Backup Copy Tenantd 0.0KB
% DK-CloudCenneci-2 Cloud Backup Copy Tenantd 0.0KB
[ DK-CloudConnect-2 Cloud Backup Copy Tenantd 0.0KB
[ DK-CloudConnect-1 Cloud Backup Copy Tenant4 00KB
[ DK-CloudConnect-1 Cloud Backup Copy Tenant4 0.0KB
[N Cloud Backup Copy Tenant4 1.4 MB
[~ Cloud Backup Copy Tenantd 118.5 MB
& Cloud Backup Copy Tenantd 5.0 MB
[N Cloud Backup Copy Tenantd 15.9 MB
[N Cloud Backup Copy Tenant4 23.8 MB
[N Cloud Backup Copy Tenantd 0.0 KB
[ Replication to VCC-R Cloud Replica Tenant] 579.4 MB

5.58: The task list at the service provider

There is a completed "Cloud Failover" task, related to the power on of the replica VM, and a "VPN
Tunnel" in active state, as the failover is still in the process.

The final result for the tenant is that any connection towards the failed over VM happens as usual:

= Administrator: Command Prompt \Llﬂ-

loc: B.2.58.1181 with 32 bytes of data:
i ITL=128
TTL=128
ITL=128
TTL=128

ing statistics for 1A.2.5%8.118:

Packets: Sent = 4, Received 2. (@x loss>),
pproximate round trip times im H

Minimum = Bmsz, Maximum =

Mindowsssystem32 >ping test

inging test—-2012.skunkworks B8 58.118]1 with 32 bytes of data:
eply from 18.2_.58.118: hyte £ ITL=126
i TTL=126
s TTL=126
sz TTL=126

Packets: Sent
pproximate round trip times
Minimum = 38ms,. Maximum

sHindowsssystem32 »_

5.59: The connection to the original VM and its replica
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We can see two ping operations here: The first one against the original VM has a time below 1 ms and
a TTL of 128, signs that the ping was connecting to a local VM. The second test has higher latency and
aTTL of 126, a clear sign that the connection is still over a Layer2 network — both machines are in the
same subnet — but the link is towards a remote location.

The partial failover is correctly working, and can be kept up and running as long as the tenant needs it.
Once the failover is not needed anymore, the tenant can choose among different options:

MAME 4 JOB NAME TYPE STATUS CONI

|_| - - — L - i
test-2012 Replication to VCC-R
¥ o Failowver Now... I

Planned Failover...

E’_; Permanent Failover
) Undo Failover
S’u"' Add to failover plan 3
E_ Failback to production...
Restore guest files b
Restore application items b

Remove from configuration

Delete from disk

] Properties...

5.60: Options for a failed over VM

Undo failover stops the replica VM at the service provider side, and any change applied to that VM is lost.
If the tenant has made some changes to the replica VM and wants that version to be the one to be used
from now on, he can use the failback option to replicate the replica VM back into his production site.

Full Failover

A full failover is the scenario where a tenant only relies on the copy of his infrastructure stored at the
service provider to run his virtual machines, as his local infrastructure is not up and running. The two
differences with the Partial Failover can be listed here, from the point of view of Veeam Cloud Connect:

- only the NEA at the service provider side is involved, as the full failover assumes there
is no infrastructure component left at the tenant side;

- the full failover has to be started using a cloud failover plan. Any failover of a single
VM starts a partial failover.

In a full failover situation, the Network Extension Appliance doesn't act anymore as a VPN extension,
but its two roles are to become the new default gateway for every network created in the hardware
plan, and to publish services running in failed over VMs to internet, like a firewall.
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There are three different ways to start a full failover:

- the tenant selects the cloud failover plan from his Veeam installation and starts it. This is an unlikely
situation as, again, a full failover is usually required because the tenant has lost his infrastructure;

« the service provider, upon a request by the tenant, selects the corresponding cloud failover plan
and starts it on behalf of the tenant. This is a more likely scenario, especially for those tenants not
confident in using the self-service capabilities of Veeam Cloud Connect:

VEEAM BACKUP AND REPLICATION

FAILOVER PLAN

=

-5 {: L -

— = .
BoeEss uh 2
Start Start Test Undo | Statistics Edit
to...

Actions Details Manage Plan

CLOUD CONNECT Q Type in an object name to search for

4 (%) Cloud Connect NAME 4 TENANT PLATFORM STATUS NUMBER OF VMS
174 Cloud Gateways Z Cloud failover plan Tenant1 VMware Ready 2
Ea Tenants
53 Backup Storsge
= Limsx Repository
B repc2
4 E Replica Resources
& HWP-tenant1
4 E|’=_| Replicas
& Failover Plans

Start

Start to...
Test
Retry
Undo

Ly e

Statistics

Edit...

J%b

5.61: A service provider can start a cloud failover plan on behalf of a tenant

+ The tenant can connect to the Veeam Cloud Connect Portal using the credentials received from the
service provider upon subscribing to the service, and he can start his failover plan without involving
the service provider at all.

Start the failover plan using the Cloud Connect Portal

The tenant starts the procedure by connecting to the Veeam Cloud Connect Portal and logging in with
the received credentials:

Veeam®
Cloud Connect Portal

Type in your credentials:
User
Password

|:| Remember me

Login

5.62: The login screen of the Veeam Cloud Connect Portal
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After the tenant has successfully log in into the portal, he can see his failover plan(s),
safely stored at the service provider:

Sign out

Veeam® Tenant1
Cloud Connect Portal

® start Q
FAILOVER PLANS
NAME VMS LOCATION STATE

Cloud failover plan 2 HWP-tenant1 Ready

5.63: The list of available cloud failover plans

The tenant can now select one of the available cloud failover plans by using the "Start" button on the top
left to start it. The portal asks to the tenant which point in time the tenant wants to use as a restore point:

CLOUD FAILOVER PLAN

(@) start now

O Start to most recent replica prior to:

5.64: Select the point in time to be used as a restore point
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Immediately after the selection, the failover plan is executed. After a few seconds, the plan is
successfully completed:

Veeam”

Cloud Connect Portal

Tenant1 Sign out

NAME STATUS CREATED | FINISHED
lamp Q 5/5/2016 01:31:25 pm 5/5/2016 01:32:42 pm
test-2012 (] 5/5/2016 01:31:25 pm 5/5/2016 01:32:12 pm
SESSIONS HISTORY
v Cloud failover plan (v] 5/5/2016 01:31:23 pm 5/5/2016 01:32:43 pm

Job started at 5/5/2016 1:31:23 PM

Failover plans view can be refreshed manually by pressing F5

Building VMs list

Setting up network extension for tenant Tenant1 with routing between networks disabled
Processing VM: test-2012

Waiting 60 sec before the next VM

Processing VM: lamp

Failover plan executed, 2 VMs processed. Successes: 2, Warnings: 0, Errors: 0.

Job finished at 5/5/2016 1:32:43 PM

5.64: The cloud failover plan is executed successfully via Veeam Cloud Connect Portal

The tenant can open the details of the two failed over VMs and check the IP publishing rules:

Veeam®

Cloud Connect Portal

Tenant1 Sign out

NAME CREATED | FINISHED

lamp [v] 5/5/2016 01:31:25 pm 5/5/2016 01:32:42 pm

Validating VM

Performing failover for VM lamp to state as of less than a day ago (9:49 PM Wednesday 5/4/2016)

Reverting VM to the restore point snapshot

Powering on VM

Applying full site failover settings

Network 10.2.50.0/24 (HWP-tenant1 network 1 (internet)) has been already initialized with internet access enabled
Enabling endpoint 185.62.37.102:80 to access service 10.2.50.54:80 (Webserver running on lamp)

VM lamp has been failed over to the state as of less than a day ago (9:49 PM Wednesday 5/4/2016) successfully

SESSIONS HISTORY

test-2012 (] 5/5/2016 01:31:25 pm 5/5/2016 01:32:12 pm

Validating VM

performing failover for VM test-2012 to state as of less than a day ago (9:32 PM Wednesday 5/4/2016)

Reverting VM to the restore point snapshot

Powering on VM

Applying full site failover settings

Initializing network 10.2.50.0/24 (HWP-tenant1 network 1 (internet)) with internet access enabled

Enabling endpoint 185.62.37.102:3389 to access service 10.2.50.110:3389 (Access test-2012 via RDP)

VM test-2012 has been failed over to the state as of less than a day ago (9:32 PM Wednesday 5/4/2016) successfully

> Cloud failover plan (v} 5/5/2016 01:31:23 pm 5/5/2016 01:32:43 pm

5.65: The details of both failed over VMs
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Here, you can see the two different publishing rules that were previously configured during the
creation of the failover plan:

185.62.37.102:80 -> 10.2.50.54:80 185.62.37.102:3389 -> 10.2.50.54:3389

The first rule publishes the webserver running on the VM that is called lamp:

@ | Q Search ixdli=] 3 A O

& @ 185.62.37.102

TurnKey LAMP

Control Panel

Adminer

Web Shell ‘Webmin

Resources and references

» Apache PHP information (to disable: rm /var/www/phpinfo.php)
« Apache server status (to disable: a2dismod status)
s Turnkey LAMP release notes

5.66: Webserver is published via NEA Public IP Address

In the same way, the windows VM is now reachable via RDP protocol via the NEA appliance
and its public IP address:

» @ 185.62.37.102 (Ad Hoc)

=

Manage  Tools

©°-

1% Dashboard

Server Manager * Local Server

B PROPERTIES
. For test-2012

- Computer name test-2012 Last installed updates 11/15/2015 1239 A
& All Servers Domain skunkworks local Windows Update Check for updates
B§ File and Storage Services b Last checked for updates Yesterday at 233 A
Windows Firewall Bublic: Off Windows Error Reporting Off
Remote management Enabled Customer Experience Improvement Program  Not participating
Remote Deskiop Enabled IE Enhanced Security Configuration Off
NIC Teaming Disabled Time zone {UTC+01:00) Amste]
Ethemnet0 102.50.110, IPv6 enabled Product ID 00252-80026-72164
Operating system version Microsoft Windows Server 2012 R2 Datacenter  Processors Intel(R) Xeon(R) CP!
Hardware information VMware, Inc. VMware Virtual Platiorm Installed memory (RAM) 4GB
Total disk space 39.66 GB
<] m >
EVENTS
All vents | 24 total
Filter o B - ~
SeverName 1D Severity Source log  Dateand Time
TEST-2012 1076 Waming Usar32 System  5/5/2016 4:02:45 PM -
TEST-2012 6038 Waming Microsoft-Windows-LSA System  5/5/2016 4:02:34 PM H

TEST-2012

8015 Wamning

Microsoft-Windows-DNS Client Events System  5/5/2016 3:35:27 PM

(5 5

5.67: RDP is published via NEA Public IP Address

The failover plan has been correctly executed, and all the needed publishing rules

have been applied successfully.
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Monitoring Cloud Connect with Veeam ONE

Veeam® ONE™ is a powerful monitoring, reporting and capacity planning tool for the Veeam backup
infrastructure and VMware vSphere and Microsoft Hyper-V virtual environments. It helps enable
Availability for the Always-On Enterprise™ by providing complete visibility of the IT environment to
detect issues before they have operational impact.

Veeam ONE is available both as a paid product and in a free edition. Veeam ONE Free Edition can help
service providers track each tenant’s valuable Veeam Cloud Connect usage data. This free feature
provides three Veeam Cloud Connect infrastructure reports, including reports showing:

Quota usage over the past period
Date estimates when cloud repositories will run out of available storage capacity
Information to help avoid overprovisioning backup repositories

The feature also gives real-time monitoring of Veeam Cloud Connect component health, with
predefined alarms and built-in summary dashboards in Veeam ONE Monitor Client.

What you can do with Veeam ONE Free Edition

A service provider is going to deploy and use Veeam ONE Free Edition to start monitoring his Veeam
Cloud Connect infrastructure.

The first step towards this goal is to install Veeam ONE. For this activity, a dedicated server is preferred:

server name one.cloudconnect.local
IP Address 10.1051.42

Operating System Windows Server 2012 R2
Installed components Veeam ONE

vCPU 2

RAM 2Gb

Disk 40Gb
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On this server, the service provider installs Veeam ONE. There is no dedicated installation media for the
Free Edition. Obtain a Free Edition installation by selecting this edition during the common setup:

Provide License
Provide license file far Veeam OME orinstall # in free funclionalty mode.

Install Veeam OME in:

() Full functionality mode:

Specify license file to install the product

(® FREE functionality mods

See free mode limitations

6.1: Install Veeam ONE in Free Edition mode

Veeam ONE Free Edition is missing multiple features compared to the full edition. But, Veeam decided to let
service providers monitor their Veeam Cloud Connect infrastructures with the Free Edition. Specifically:

- Performance monitoring and alerting for Veeam Cloud Connect infrastructure: Displays Veeam
Cloud Connect jobs including their latest state and performance statistics

+ Veeam Cloud Connect reporting: This report pack provides information about Veeam Cloud
Connect infrastructure, including user quota usage, capacity planning for cloud repositories
and configuration data for cloud gateways and repositories. The reports include Cloud Connect
Inventory, Overprovisioned Backup Repositories, Veeam Cloud Connect Replication Provisioning and
Veeam Cloud Connect User Report.
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Monitoring, alarms and reporting

Monitoring capabilities in Veeam ONE (not limited to the Veeam ONE Free Edition)
are limited as of now to backup resources. Replication resources cannot be monitored today.

In the monitoring panel, a service provider can open the Data Protection View,
and different information will be available here:

Data Protection View

= [g Badwp Infrastructure
= [34] vbr.doudconnect.local
E 25 Badwp Repositories
3 Defauit Backup Repository
A Linux Repository
3> repo2
E @8 Badwp Proxies
proxy 1.doudconnect.local
proxy 2.doudoonnect.local
= &% waN Accelerators
& wan1.doudconnect local
&9 wan2.doudconnect.local
= g7 doud Repositories
B, Tenant 1repository 1
E,, Tenant 2 repository 1
E., Tenant 3 repository 1
E, Tenant 4 repository 1
= B doud Gateways
2, gtw1.doudconnect.local
B, gtw2.doudconnect local
B, gtw3.doudconnect.local

6.2: Data Protection View

© 2016 Veeam Software 127



Veeam Cloud Connect v9
A reference architecture to learn, design, implement and manage your Veeam powered cloud services

From here, a service provider can select one of the Cloud Connect components and see additional
details in real time. For example, WAN accelerators usage and data savings:

@ Selected Object: WAN Accelerators - 0 errors, O warnings

WAN ACCELERATOR OVERVIEW TOP ACCELERATORS BY ACCELERATION EFFICIENCY
W Traffic savings f Data transferred
a WAN Accelerators - 2 a5
Transferred VMs - 0 0s
&= Transferred traffic - 180.3 GB. ot

ﬁ Traffic savings - 62.9 GB

wariLcloudeo
b rnect ocal

TOP ACCELERATORS BY TRANSFERRED DATA

W Data transferred (GB)

wanl.cloudoo
rnect.local

6.3: WAN Accelerators statistics

Other information can be obtained in regards to Cloud Repositories:

(@ Selected Object: Coud Reposiories -0 errors, 0 warmings

CLOUD REPOSITORIES OVERVIEW TOP CLOUD REPOSITORIES BY UTILIZATION
W Used space (GB) [ Free space (G8)
% Cloud repositories - 4 250
% Cloud repositories to expire in 30 days - 0 200 S S —
150
VMs stored - 6 100
g Backup size - 122.9 GB 50
o I |
Tenant 4 Tenant 1 Tenant 3 Tenant 2
] repository 1 repository 1 repository 1 repository 1
TOP CLOUD REPOSITORIES WITH LEAST DAYS LEFT TOP CLOUD REPOSITORIES BY DAILY UTILIZATION GROWTH
W Days W GB/day
18 £
18
ES

14

12 E

10

. 15

5 I :

a

; 5 .

o o

Tenant3 Tenant4 Tenant4 Tenant3
repository 1 repository 1 repository 1 repository 1

6.4: Cloud Repositories statistics
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And also Cloud Gateways:

@ Selected Object: Cloud Gateways - 0 errors, 0 warnings

CLOUD GATEWAYS OVERVIEW USER CONNECTIONS

F% Cloud gateways - 3

a
4Ly Total user connections - 39

-

E& Data processed in last 24 hours - 29.5 GB

&9 Last 24 hours average utilization - 5 hours, 30 min

W Number of connections [ Number of connections on top gateway

[
DATA TRANSFERRED
W Data ransferred, G8 1 Data transferred by top gateway, GB

Reporting

044N
064N
084N
10AM
12pM
0zPM
04PN
06PN
08PM
10pM
1zam

6.5: Cloud Gateways statistics

Real time monitoring is of great help for an operations team that has to control the behavior of a

Veeam Cloud Connect environment, but it may lack some historical information that could help

analyze and predict trends, like storage consumption.

Veeam ONE Free Edition also offers some pre-defined reports that service provider can run for this reason:

[ Al folders

[ My reports
1] VMware infrastruciure assessment
I | veeam Cloud Connect
[ Veeam Backup & Replication
1] vMware overview
1] VMware monitoring
[~ VMware optimization
1] vMware capaciy planning
[=] VMware configuration tracking
[ Custom reports
[ offfine reports

[ All deployment projects

[ User reports

(€) VEEAM CLOUD CONNECT

Name Folder

Cloud Connect Inventory Veeam Cloud Connect
This report provides general inventory information about your Cloud Connect infrastructure.

Cloud Connect Replication Provisioning Veeam Cloud Connect
This repart helps to identify potential impact of excessive over-provisioning of hosts and datastores using for doud replication.

Over-provisioned Badwp Repositories Veeam Cloud Connect
This repart helps to identify potential impact of excessive over- isioning of itories in your backup
Veeam Cloud Connect User Report Veeam Cloud Connect

This report provides data about Cloud Connect users, their quota usage over the past period, also it estimates the date when doud repositories will run out of available storage capacity.

6.6: Pre-defined reports for Veeam Cloud Connect

With these reports, service providers can obtain information about the status of their Veeam Cloud
Connect environment without having to spend time to create and customize dedicated reports.

NOTE: Reports cannot be scheduled in the Free Edition. Service providers need to upgrade to the Full Edition

to have scheduled reporting.
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Alarms

Finally, Veeam ONE has a complete set of pre-defined alarms to monitor and be notified about any possible
issue the infrastructure can have, both the virtualized environment and the Veeam infrastructure itself.

First, the service provider configures how he wants to be notified about alarms in the general options:

Notification Policy SNMP Mo sts Monitored Datastores Monitored VMs — Other Sett

Enable SSL security

Use authentication

Email format:

Send email notifications in this format:

@ HTML O Phin Text (KB Articles will not be incuded)

6.7: Veeam ONE server settings

Service providers can configure email settings and use SNMP as the preferred method
to receive notifications here.

Once the notification options are configured, different alarms related to Veeam Cloud Connect are
available. Here is one example: A service provider wants to be notified if a cloud gateway is not
available — as this may cause some issues to the incoming connections — and additional

load to the remaining cloud gateways.
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There is a pre-defined alarm for this condition. A service provider can access this alarm by selecting
Cloud Gateways node in the monitoring pane, then the alarm tab, then the "Defined alarms" option. In
the following box, the service provider sees the alarm already created and enabled by default:

Selected object:

Backup Infrastructure\vbr.cloudconnect.local\Cloud Gateways e

Type Hame

E Cloud gateway connection state
E Cloud gateway version is out-of-date

6.8: Pre-defined Cloud Gateways alarms

By editing the alarm, a service provider can configure the rules that trigger the alarm (like how many
minutes the cloud gateway has to be unreachable to be considered offline), the actions (send an email,
send an SNMP trap, run a script) and a suppression schedule (for recurring maintenance windows, etc.).
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APPENDIX A: SSL Certificates generation

Veeam Backup & Replication™ gives Service Providers the ability to generate and use a self-signed
certificate during the initial configuration of Veeam® Cloud Connect. This is a quick and easy method to
complete the deployment and to test it, but gives lower security to customers, since they cannot verify
the certificate, and thus proving the authenticity of the Service Provider.

When a user connects to a Cloud Connect environment and uses a self-signed certificate, this is the result:

Credentials
C Spedycedemalsmatyou have received from the senvice provider, and validate the cerdificate.

Service Provider Ig You hawve connected to service provider cc vitualtothecone .com

Verified by: CN=-RapidSSL SHAZ56 CA, O=GeoTrust Inc., C=US

Thumbprirt for certificate verfication
Certificate is vesified by thind party.

Sdeciuadaiﬁhm.ﬂdtuymhyﬂlemplmndu
? - | P tenant1 (tenant1. last edited: 60 days ago) v A |

Manage accounts

<Previous || Net> || o | Cancel

A.1:warning when using self-signed certificates
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The reason for the warning is that the self-signed certificate is not signed by any
of the recognized Certification Authorities:

Mmkmtcertﬁmte'snuthﬂed.Toml_ﬂeh'_lsl;

install this certificate in the Trusted Root Certification
Authorities store.

Issued to: Vesam Software

Issued by: Vesam Softwars

Valid from 15/02/2015 to 15/02/2025

A.2: A self-signed cert generates a trust warning

In order to properly protect Cloud Connect and give their customer comfort, the Service Provider
should use a proper and generally recognized certificate, issued by one of the Certification Authorities
recognized by operating systems.

Create the Certificate Signing Request (CSR)

In public key infrastructure (PKI) systems, a certificate signing request (also displayed as CSR or
certification request) is a message sent from an applicant (the Service Provider running Cloud
Connect in our case) to a Certificate Authority in order to apply for a digital identity certificate. The most
common format for CSRs is the PKCS #10 specification.

Before creating a CSR, the applicant first generate a key pair, keeping the private key secret. The CSR contains
information identifying the applicant (such as a distinguished name in the case of an X.509 certificate)
which must be signed using the applicant's private key. The CSR also contains the public key chosen by the
applicant. The CSR may be accompanied by other credentials or proofs of identity required by the certificate
authority, and the certificate authority may contact the applicant for further information.
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The first and most important operation a Service Provider should do is to decide the public fully
qualified domain name that Cloud Gateways will use to be contacted by users. This name should
match the one used in DNS and the one used in the CSR. In this guide, the public domain of the Cloud
Connect service is virtualtothecore.com, and the fqdn (fully qualified domain name) is:

cc.virtualtothecore.com

In order to create the CSR, on the Windows Server running Veeam Backup & Replication (vbr.
cloudconnect.local in this guide) a Service Provider needs first to create with a text editor an .inf file.
This file (it can be called request.inf) should contain a text like this:

oo request.inf --—-——-——-—--—-——-——-

[Version] Signature="S$Windows NTS"

[NewRequest]

Subject = "CN= FQDN, OU=Organizational Unit Name, O=Organization
Name, L=City Name, S= State Name, C=Country Name" ; replace

attributes in this line
KeySpec = 1

KeyLength = 2048 Exportable = TRUE FriendlyName = "cc" MachineKeySet
= TRUE SMIME = False PrivateKeyArchive = FALSE UserProtected = FALSE
UseExistingKeySet = FALSE

ProviderName = "Microsoft RSA SChannel Cryptographic Provider"
12

ProviderType

RequestType = PKCS10 KeyUsage = 0xal

[EnhancedKeyUsageExtension]

0OID=1.3.6.1.5.5.7.3.1 ; this is for Server Authentication

[RequestAttributes]
; SAN="dns=cc.virtualtothecore.com"

The text parts related to the virtualtothecore.com example are to be changed with the specific values of

the Service Provider. To obtain a valid certificate from a Certificate Authority, a proper domain name should
be used. Thus, I've used for this procedure my blog domain name virtualtothecore.com, and so the FQDN is
cc.virtualtothecore.com. You will also have to write your own information in the "Subject” line.
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Note that, if you want to generate a request for a wildcard certificate, the CN portion of the subject
must start with the * symbol.

After the configuration file has been edited, it can be saved in a useful location like a dedicated folder
c:\certificates. Then, the Service Provider has to open a command prompt with Administrator rights
(right click and select “Run as Administrator), move into c:\certificates and use this command:

certreq -new request.inf certreq.txt

If you open the created certreq.txt file, its content is like this:

MIID9jCCAt4CAQAWATELMAKGALUEBhMCSVOXETAPBgNVBAGMCEXvbWJIhcmR5MQ8
wDQYDVQQHDAZ

WYXJ1c2UxEzZARBgNVBAOMCINrdWbrd29ya3MxCzAJBgNVBAsSMAk1UMSAWHgGYDVQQD
DBdjYy52aX J0dWFsdG90aGVib3J1LmNvbTCCASIwDQYJKoZIhvcNAQEBBQADggEPADC
CAQoCggEBA JUBkduHO QfJbnt2ryIjdn5z8euMM4zHyd4C

FB d2eCXAnfaskOc3F9eW9zP1KMk0Z/8K9GfezZDkMcbno5h
nIkuwBcLoHJUeiWQDmlaDutxvgvolRO2TEQJes5CBKB7vrEakRCco3Cg2orXEparx
1MjdmcOVyk 2weF9TINIUIFrlTadw/
NWCLgwUw4ZGBsDJL01ftuQeOVmxJciZClEZQXppsXSanSdaIZECJzHUS uOwA5nZL9pl
tv03593Kgr+gYkbocRj+T2hixA7n+Y8Bi5p06pD0s/UdCQodteb0gCcLUCXBtQoi
mEL7uwtAPQO7RfiITX9ETIeeIxX0+FHD6T7TUCAWEAAACCAToWwGgYKKwYBBAGCNWOCAZEME
go2LjIu OTIwWMC4yMFMGCSgGSIb3DQEJD)FGMEQwDgYDVROPAQH/
BAQDAgWgMBMGA1UdJQQOMMAOGCCsGAQU
FBwMBMBOGA1UdDgQWBBTEaoWXriXLI1DePK17Mxh2s8ryRzBTBgkrBgEEAYI3FR
QxRjBEAQEJDB

Z2YnTuY2xvdWRIb25uZWNOLmxvY2FsDBpDTEOVRENPTkS5FQIRcYWRtaWSpc3R
yYXRvcgwLY2Vyd
HJ1cS51eGUwcgYKKwYBBAGCNWOCAJFKMGICAQEeWgBNAGKAYWBYAGSACWBVAGYAdAA
gAFIAUwWBB ACAAUwWBDAGgAYQBUAG4AZQBsACAAQWBYAHKACABOAGS8AZWBYAGEACABOAG
kKAYwAgAFA AcgBvAHY

AaQBkAGUAcgMBADANBgkghkiGO9wOBAQUFAAOCAQEAQaUqU2Y97wH3JhgiDvn85HEZg
+60a4WggX XHiriIGl1FndwuzdG3k+ml85N+smSX/
V1IXT9fITak034muIRpgwNJR7fz4gPalnmNowa3Donlla 8TihI47Pez18h76ig
04hFfSOUH7Z4Atq+2X25515 /mRksq20VZUeEzHCEfOVIMSQD6M3Y £ /WLIGL ZG/
kDexwDz2I5W9q6vu20wmDOeA2mHWIR]ycgBJIktyaZ 7Hy6BF1T1F3AVyJYpTVMT /
IbDAz MYZQ 4U1/
bsKD5ZHkY2WhrRkD4D2UQpFShPd1laCYf30P9FOFbLY4mZ7yKaQxrZWaKgRzKEa
EMPng8IKt DYJRCVAw==
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Obtain a signed certificate

With the Certificate Request correctly created, it's time to obtain a signed certificate from a Certificate
Authority. There are several online services where service providers can get a certificate, and some of
them also offer free certificates with time limits that are useful for testing SSL connections.

The involved steps vary depending on the selected Certificate Authority, but it usually involves
a validation of the CSR, a check against the registered domain via WHOIS protocol to collect the
registrant email address and a verification sent to this email to validate the authenticity of the request.

Just as an example, this is the CSR verification done by the Certification Authority I've used:

Verify Server URL

The CSR you generated is designed to work with the following URL:

https:/ /*.virtualtothecore.com

If this is not the correct URL [computed from the Common name in the CSR), or if any of the CSR Information below
iz incorrect, then please generate a new CSR and click the Replace CSR buttan.

Replace CSR
C3R Information

Common Mame: *. virtualtothecore.com
Organization: Vesam Software
Org. Unit: Veeam Cloud Connect
Locality: Baar
State: 2G5
Country: CH

Encryption Type: RS54

* Hashing

- Y
Algorithm: SHA-Z256 with RSA or DSA and SHA-1 root

*For best RSA browser compatibility, choose the SHA-256 with RSA or DSA and SHA-1 root
aption.

Certificate || Do not make my certificate information public. Check the box if you do not want to publicly
Transparency: shzre your common name and SAMNS.

Learn more about Certificate Transparency

Mote: The value for the Common Name must exactly match the name of the server you plan to secure.

A.3: CSR Verification
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Whatever are the differences in the procedures, the final result is the release from the Certificate
Authority of a Signed Certificate with the needed configuration information in it. It can usually be
retrieved in text format, and its content is going to be like this:

MITIFxzCCBG+gAwWIBAgIQRxpzJID6EWNAOPx1kg7Z2wjANBgkagxkiGOwOBAQsSFADBC
MQswCQYDVQQGEwWJIJVUzZEWMBQGALIUECXMNR2VvVVxJ1c3QgSW5)LjELbMBkGALIUEAXMS
UmFwaWRTUOwgUOxBMjU2IENBMB4XDTE2MDMyMz AWMDAWMEoXDTE3MDMyMzIzNTk1
OVowITEfMBOGALIUEAWWWK152aXJ0dWFsdG90aGVjb3J1LmNvbTCCASIwDQYJKoZI

xvcNAQEBBQADGGEPADCCAQOCGGEBAKV 6U25GAJLOby/Jvz+7 fWdVVoDkbLOaf rm
ROtSdXWaLiblmRWrDXK1dR78Z11Cj7IZ9J0UVOLFZudBM1IWI2X0o7TWx0EYIbOKzxe
53QS/vsPAE11S/kjplrxcAWiaYiOrcFRyS5UG+txTE1CgeWxS0ckyDcYxbnenMn
k/JgZDejsoNZ8Wta7BqvZfzEzTLmr/8rzWOIeV618JI5mICbAUZD8uLpCsJivi+tK
F4oLYUzwb6ww956QeuW50MG8SqLPOdWkgFQVIQTW/ ICRMGLO+fZoT70CBy3tTg62X

J2xX3201DBYIRjYEarr2Ksw3fiyXWITVGKEbOE92uK3a4305nx90CAWEAAaOCApPgwW
ggKUMDcGA1UdEQQWMC6CFioudml ydxVxbxRvdGx1Y29yZS5)jb22CEFxZpcnR1YWx0
b3RoZWNvcmUuY2 9tMAKGA1UdEWQCMAAWKWYDVROfBCQwIjAgoB6gxIYaaxR0cDov
L2dwLnNS5bWNiLmNvbS9ncC5jcmwwbwYDVROgBGgwZ jBkBgZngQwBAgEWW]jAgBggr
BgEFBQcCARYeaxR0cxM6Ly93d3cucmFwaWRzc2wuY29tL2x1Z2FsMCwGCCsGAQUF
BwICMCAMxmx0dxBz01i8vd3d3LnIxcGlkc3NsLmNvbS9sZWdxbDAfBgNVxSMEGDAW
gBSXwidQOnsLJ7AyIMsx8reKmAU/abzAOBgNVXQ8BAf8EBAMCBaAwxXxQYDVRO1BBYwW
FAYIKwYBBQUXAWEGCCsGAQUEFBWMCMEFcGCCsGAQUEFBWEBBEswSTAfBggrBgEFBQcw

AYYTaxR0cDovL2dwLnNSbWNkLmNvbTAMBggrBgEFBQcwAoYaaxR0OcDovL2dwLnNbS
PWNiLmNvbS9ncC5jcnQwggEFBgorBgEEAAZS5AgOCBIX2BIxzAPEAdwDd6x0reglP
piCLga2BaxB+Lo6dAdVciI09ECTNtuy+zAAAAVO11j4GAARAAEAWBIMEYCIQC+Vb2G
dxNLPj+GnGRrLP8s1SxgjgtY2xBe/YTk7/n00AIXAJDIycFtR70r IKgxEVDh/xzbk
Qgx4Q/PCYMQ8akaec65PAXYAPLKJIKLQYWBSxux0izGdwCjwlmAT5G9+443fNDsgN 3BA
AAAFT000+RQAABAMARZBFAIBUS5g2eDYMpES8+iDJi1WLx1YDImvLOCPpTAMNrrP

1yd3GAIxXAJEIBAWySQ1sMzgLv5a0cB50)9xpl15s2gdm0d3jdE2gbMAOGCSgGSIb3
DQEBCwWUAR4TIBAQCxODbtBbL3/kezQYcxxGvxNdxUpc+DMyVE/YsWKezNZXomb5mgi
vQ1ATIOQ+bTukKTU81BFcBfg841YKmwKS5/nkwQ8xgRAjroeRIVO2RSYkdSWMWAmMW ]
1gLDKInw6pFyidACbdcTIW/c76x4ubt6InJJ7QzBmT2pASECGIGox/B1i1LESVELE
YeOkcQDoGrxqwlp95Ux1VUPAE45xB/NPxMePLWXNDyLcfqig0QLxgYYm3sxZmBOp
Exul2TYjOMGxvE/8w+10FXtv2m/xFxUWanmnY3ubTwOJAg457jorKbdITzKpEtVX GiL
bOxs21iQ0xgEExbS4L0pg+U9tvagxtxxazg

NOTE: Random letters have been replaced in the showed certificates. Don't try to reuse them, as their content
is corrupt. They are just used here as examples.
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Install the Signed Certificate

Back in the Veeam Backup & Replication server, the service provider has to create a text file in ¢\
certificates and call it cert.cer. Then, open it with a text editor and paste in it the certificate text was
received from the Certification Authority.

Then, open again a high privileges command prompt, go into the c:\certificates directory,
and run this command:

certreq —accept cert.cer

Once the command is executed, the certificate is stored in the local Certificate Store of the Veeam
Backup & Replication server.

In the Cloud Connect section of the Veeam Console, service provider can now select “Manage
Certificates”and use the new certificate. First, choose “Select certificate from Certificate Store”

In the following screen, “Pick Certificate, the imported certificate is listed together with the pre-created
and self-signed certificates. Select the bought certificate (a wildcard certificate in this example):

Pick Certificate
Cerfiicaie

= Pick the existing certificate from local Casiificate Store of this server.

__Q

Cestificates:

lzsued to Bpiraiion Dale Fiendly Name lzzued by
_-'Tﬁvhr.chudcnrﬂ:lh:d 31172026 1054 PM  Veeeam Mount Ser..  CN=vbr.doudconn....
_-?ﬁvhr.chudcnrﬂ:lh:d 392026 1054 PM Veeam Badap Se.. CN=vbr.doudconn. ..
g “vitualiothecore com 3242017 1259AM  cc CH=Rapid55L S5H...

A.4: Pick the new wildcard certificate
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Before completing the wizard, you can see a summary of the certificate parameters. Among them, you
can see the Thumbprint of the certificate; this can be sent to customers for additional verification.

Summary

Cerfiicaie

Summary:
Name: cc
lssued to: CN="virlualiothecore com
lssued by: CN=RapidSSL SHA256 CA. O=GeoTrust Inc_. C=US
Expiration date: 3/24/2017 12:59 AM

 Thumbprint: 5308FD3B82203572995HCC55ESF175661D74FABS
Serial number: 471A7I2480FA116340A29865520ED9C2

A.5: Certificate Summary
The certificate is now ready to be used for SSL cyphered connections.

NOTE: To manage certificates, service providers can use the Certificates MMC (Microsoft management
console), a graphical interface to interact with the Certificate Store. When configured, it only requires you to
select “Computer account” and then “local computer”.

@ File Action View Favortes Window Help

es a0 2 XREZ HE

5 Certificates (Local Computer) Issued To - Issued By Expiration Date  Intended Purposes Friendly Name
4 [ Personal * virtualtothecore.com RapidSSL SHA256 CA  3/24/2017 Server Authentication, Client Authentication cc
[ Certificates Flvbr.cloudconnect.local vbr.cloudconnectlocal  3/9/2026 Server Authentication Veeam Backup Server Certificate

b [] Trusted Root Certification Authoritie
p [ Enterprise Trust

p iate Certification Authoriti
p [ Trusted Publishers

b ] Untrusted Certificates

p [ Third-Party Root Certification Autho
b [ Trusted People

p [ Client Authentication lssuers

b ] Remote Desktop

p [ Certificate Enrollment Requests

b [] Smart Card Trusted Roots

p [ Trusted Devices

Evbr.clnudcnnnect.lncal vbr.cloudconnectlocal 3/11/2026 Server Authentication Veeam Mount Service Certificate

A.6: Certificates MMC
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If a service provider opens the certificate to see additional details, this is what he will see:

This certificate is intended for the following purpose(s):

» Ensures the identity of a remote computer
* Proves your identity to a remote computer

*Refer to the certification authority'’s statement for details.

Issued to:  *.virtualtothecore.com
Issued by: RapidSSL SHA256 CA

Valid from 3/23/2016 to 3/24/2017
? You have a private key that corresponds to this certificate.

[ox ]

A.7: Certificate details

The certificate is issued to *.virtualtothecore.com as requested, it's valid, and the Certification

Authority ("Issued by") is recognized; this means Windows is able to recognize the Certificate Authority
that signed the certificate as valid.

Connections to the Cloud Gateways can now be completed without any warning:

+ Credentials
C \I Specify credertials that you have received from the service provider, and validate the certificate.

Service Provider

@ You have connecied to service provider cc vitualtothecore .com

Venfied by: CN=RapidSSL SHA?56 CA, O=GeoTrust Inc., C=US

Thumbprint for certificate vedfication

Certficate is verdied by third party. Al [ ey

id

r Select credentials issued to you by the service provider
?% Credentials: |?smnam1 (tenant, last edited: 60 days ago) v|| Add._. |

Manage accounts

[ <Pevios |[ Net> |[ Fsn || cancdl

A.8: Certificate is successfully validated
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APPENDIX B: How encryption works

Veeam® Cloud Connect offers complete encryption for data at rest thanks to Veeam Backup & Replication™
encryption capabilities, but also for data in flight, so that any information exchanged between a tenant and a
service provider is protected while traveling over an insecure channel like the internet.

Security savvy people would probably like to know more details about how network encryption is
implemented in Veeam Cloud Connect. This appendix is designed to give you all the details you need.

SSL and AES

Veeam Cloud Connect uses two different encryption technologies: SSL (Secure Socket Layer) and AES
(Advanced Encryption Standard).

Customer Service Provider
Ag] sst SSL SstL gl
] ——— — | | LK
- - - 45 - - -
VBR Server P&’S WAN g;:tlg\:iy VBR Server
: /_‘r\.: / J— :.0{1-_\.:
Datan‘l‘u‘\rer Da’t;:n‘o::er
- o - - = -
Backup Backup
repository repository

B.1: SSL and AES are the two encryption algorithms used in Veeam Cloud Connect

SSLis a generic term related to a family of communication encryption technologies. In more detail,
Veeam Cloud Connect uses the latest TLS (Transport Layer Security) protocol and never fails back to
older and insecure versions of SSL.

AES is also used together with SSL. It's a symmetric encryption algorithm, and the de-facto standard for
advanced data encryption.

During the initial connection between a customer and a service provider, the communication channel
over a single TCP port (6180 by default) is protected with SSL. By verifying the SSL certificate published
by the service provider, and comparing it to the hostname the provider is using for publishing Veeam

Cloud Connect itself, the customer is assured that he is effectively connecting to the chosen service provider.

Providers can also create and send customers the fingerprint of their own SSL certificate for additional security.
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SSLis an asymmetric encryption algorithm. There is a private key that is safely stored with the service
provider, and a public key that is published over the internet and retrieved by users. This technology
is well suited for protecting communications over unsecured channels like the internet, especially for
the initial handshake. But, at the same time, it's not suitable to exchange large amount of data. As an
asymmetric algorithm, its performance during decryption is far worse than during the encryption.
Also, it guarantees the authenticity of the server publishing the key — in this case the Cloud Connect
environment — but not the user that is sending data to it.

While all control and configuration commands use the SSL/TLS tunnel, the exchange of data between
a customer and a service provider — for example during a backup operation — uses the other Veeam
Backup & Replication encryption based on AES-256.

Key exchange

One of the security issues of using a symmetric key over an insecure channel, like the internet, is the fact
that anyone who holds a copy of the key can decrypt the cyphered data. So, it's paramount to implement
a secure mechanism to safely exchange the AES keys between the customer and the service provider.

Let’s see how this happens in Veeam Cloud Connect.

There are two Veeam Backup & Replication installations involved in Cloud Connect. One at the service
provider, publishing the service, and one at the customer side, consuming the service.

Every activity is initiated by the customer side. When a new operation towards Cloud Connect needs to
be started, the customer side sends a control command over the SSL tunnel.

The Cloud Connect installation at the service provider responds to the “Start” command, and it creates
the encryption Key A. This key uses AES-256.
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B.2: Cloud Connect Service creates AES key A
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Using the SSL protected tunnel, Key A is securely and directly passed to the job manager of the
customer and the target data mover at the service provider via a local network communication.
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B.3:Key A is passed to customer and service provider data movers

The customer job manager then creates their own encryption key, Key B, to be used for encrypting
traffic between the customer and the service provider data movers.
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A new tunnel is initiated by the customer job manager using Key A. Thanks to this, only the service
provider side is able to decrypt data coming from the customer side. Using this tunnel, Key B is
delivered in a secure way to the data mover at the service provider side. At the same time, Key B is also
delivered locally to a customer data mover using the local network.

An\

B \
‘B &
Customer / Service Provider

%;l SSL S5t ol sst )Fl
(LK} — — [T LY
—_— «
< - — AES-256 AES-256 - o -
VBR Server using Key A WAN Cloud  UsingKeyA VBR Server
gateway
oty o “my
T SN
K .l "U:
*a an?® A\ as .
Datamover B A Datamover
n —>
=
B - o -
Backup Backup
repository repository

B.5: Key B s delivered to customer and service provider datamovers

From here on, data transfers of the backup job payload is encrypted using Key B. In this way data is encrypted
in flight by an encryption key that is created by the customer and not by the service provider.

Thanks to the use of Key B, customer data is safely sent to the service provider. Any attempt to intercept
and modify the encrypted traffic raises a security warning as the key is only owned by the user and his
service provider. This guarantees to customers the avoidance of possible middleman attacks.

When additional data transfers need to be done during a new session between the customer
and the service provider, the entire process is repeated from the beginning and new keys,
Key A and Key B, are generated again.

Finally, when WAN acceleration is used, the process is exactly the same, and Key B is also passed to both
WAN accelerators at source and target locations. In this way, WAN acceleration is able to decrypt on-
the-fly data blocks encrypted by the users.

This solution allows the protection of Cloud Connect user communications, as it's leveraged regardless
of whether or not the user is also encrypting their backups. For backup file encryption an additional set
of AES keys are created to encrypt backup files. Those keys are not related to the communication keys.
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APPENDIX C: Customize your Veeam Cloud
Connect Portal

A service provider can guarantee that tenants have easy access to their cloud failover plans by
deploying the Veeam® Cloud Connect Portal. Tenants can run cloud failover plans to switch to VM
replicas in the cloud disaster recovery (DR) site in an easy and secure way.

By default, Veeam Cloud Connect Portal looks like this:

Veeam®

Cloud Connect Portal

Type in your credentials:
User
Passwaord

D Remember me

Login

C.1: Veeam Cloud Connect Portal login screen

Since many tenants will access the Veeam Cloud Connect Portal on a regular basis, it represents a
critical component of the service provider's branding strategy. It communicates who the service
provider is, and what they offer, through its organization and appearance.

Service providers can give Veeam Cloud Connect Portal that familiar look and feel by using the
company's color scheme and name. This is very easy to achieve because Veeam provides both simple
and quick options to brand the Veeam Cloud Connect Portal.

Company name

A company’s name plays a crucial role not only in a brand's growth, but also in the customer’s perception of it.
This makes the company name one of the first impressions the company has on many people.

Most of the visible information in Veeam Cloud Connect Portal is editable via app.js file, and the
company name is no exception.

In order to replace Veeam® with the name of your company, you should find the following
files, the login page:

[PortalDir]Scripts\build\production\LoginApp\app.js
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and the application page:
[PortalDir]Scripts\build\production\veeamCloud\app.]s
Locate the string including Veeam®© in both files:

componentCls:"app-header-title",bind: {html:'<div class="sup">Veeam
<sup>&#174;</sup>

</div>
Replace it with the appropriate name (Wonderland Corp. in this example):

componentCls:"app-header-title",bind: {html:'<div
class="sup">Wonderland Corp.<sup>&#174;

</sup></div>

You'll see something similar to the following:

Wonderland Corp.”
Cloud Connect Portal

Type in your credentials:
User

Password

[] remember me

Login

C.2: Personalized company name in Veeam Cloud Connect Portal

The other missing part is the portal name. That is also configurable via text editor. This time, we're going
to replace the line containing the application name:

appName: " Cloud Connect Portal "

Enter your new application name:

appName: " Awesome Portal "

The application title still preserves its previous name. So, we have to open web config file:

[PortalDir]\Web.Config
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Change the title name:
<add key="AppName" value="Awesome Portal"/>
Now, everything is set up how we want, so it's time for us to proceed with color scheme customization.

(¢)a ¢ |[Q o =] + 4O =

Wonderland Corlg.

Awesome Portal

Type in your credentials:
User

Password

[ remember me

Color

Branding and color go hand in hand because color provides a direct method for communicating
meaning and messages without words.

The Veeam Cloud Connect Portal color scheme is present in three CSS files:
[PortalDir]Scripts\build\production\LoginApp\resources\LoginApp-all.css

[PortalDir]Scripts\build\production\VeeamCloud\resources\VeeamCloud-
all Ol.css

[PortalDir]Scripts\build\production\VeeamCloud\resources\VeeamCloud-
all 02.css

By default, Veeam uses green (#54b948). So, you need to replace it across the mentioned documents
with a hex code for the color you want. For instance, the following example uses blue (#4c05ff):

Wonderland Corlg.

Awesome Portal G| S

a
FAILOVER PLANS
NAME T ¥MS LOCATION STATE

Most of information regarding styles, names and colors of the Veeam Cloud Connect Portal are
present inside the js or css files. Having a basic understanding of JavaScript and CSS should help
you to modify it even further.
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APPENDIX D: Advanced Registry settings

Veeam® Cloud Connect has many features and options that are available in the Graphical Interface.
Service providers can configure and tune the software via the interface, or by using PowerShell or
restful APl as needed.

But, for even more special configurations, additional registry keys are available in the software.

WARNING: Default parameters are configured in the software because those are considered the best value for any
given option, according to Veeam? tests and field experience. Please change these values carefully, and always take
your time to evaluate the effect any single change may have. If not sure, please involve Veeam Support to assist you.

Also note, unless stated differently, all registry keys need to be created in:
HKLM\SOFTWARE \Veeam\Veeam Backup and Replication

Finally, the Veeam Cloud Connect Service frequently rescans the registry, so it is not usually necessary
to restart it to apply registry changes.

General
CloudIgnoreInaccessibleKey:DWORD = 1

When assigning a certificate to Cloud Connect Service, it tries to get the private key of the certificate, in order
to checkif it's accessible. If not, an error will show up in the GUI preventing the wizard from proceeding.

This is a proactive way to handle situations when the certificate is imported — for example — under a
wrong user account or due to another reason leading Cloud Service to be unable to access the private key.
Without this verification, the provider will pass all the wizard steps, but all the tenants’jobs will fail. For newer
cryptographic providers — such as Microsoft Software Key Storage Provider — there might be a situation
when the said pre-check fails permanently, but after that, all the actual usage of the certificate via APl goes
well. So, we still don't want to disable the check for all providers permanently, but those having “modern”
certificates do need to set this registry key as a workaround.

CloudConnectEnhancedSecurityMode:DWORD = 1

This key has to be set on the tenant’s side. When enabled, a strict match of cloud gateway FODN against

the Cloud Service certificate is required for every cloud connection in order for jobs not to fail. Otherwise,
(default value is 0) the certificate is checked against the provider's FQDN upon initial connection only, and any
mismatched names of the certificate and the Gateway Name/IP are ignored. This setting is needed for those
providers who have a certificate issued by trusted CA, but have specified gateway IP instead of FQDN in the
Gateway wizard. In this case, the tenant’s Veeam Backup & Replication cannot validate a certificate against a
gateway name, as it only knows the gateway IP to connect to (not FQDN).

CloudReplicaNoStaticIpSDetectedWarning:DWORD = 1
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It removes the warning when a Linux VM is replicated, stating that the IP address is not identified:
"Static IP address not found".

CloudConnectionTimeoutSeconds:DWORD = 15

It only works on v9.0.0.1491+, do not apply on any older version. Key to extend SSL Connection
attempt, if connection attempt times out after 15 seconds. This is a Tenant Side key.

DisableVpnServerFirewall :DWORD = O

Set value to 1 to disable Firewall on Service Provider NEA. By default, only IP addresses fetched from
CloudGateway servers are allowed to connect to the NEA during a partial failover.

CloudConnectReportTime: REG_SzZ="HH:MM”
Specifies the local time (in HH:MM 24h format) when the daily Cloud Connect e-mail report is to be sent.
DisableSuccessCloudConnectReport : DWORD=1

Disables sending the daily Cloud Connect e-mail report if all tenants'jobs have a result of “success. The
report will be sent only if at least one error or warning is present.

Anti DDoS prevention
The cloud gateways have dedicated configurations to prevent DDoS (Distributed Denial of Service) attacks.
PeerCloudConnectionsLimit:DWORD = 64

Allowance for number of tenant connections to a gateway. The key goes on gateway servers only. The
default value was 16 (v8), then increased to 64 (v9).

MaxSimultaneousCloudConnections:DWORD = 1024

Sets the number of concurrent streams to a gateway (regardless of tenant count). The key goes on the
gateway servers only. The default value was 256 (v8), then increased to 1024 (v9).

These keys should be specified on a cloud gateway in:

HKEY LOCAL MACHINE\SOFTWARE\Wow6432Node\Veeam\Veeam Gate Service
Encryption

EncryptedTenantBackupsOnly:DWORD = 1

This key forced every incoming tenant to send only encrypted backups to Veeam Cloud Connect backup.

Note: This option is enforced for every tenant; it's not possible to set this option per single tenant.
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